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Preface

Greetings,

Classical Field Theory, A Quick Guide to is compiled based on my inde-
pendent study PH491/2: Topics in Classical Field Theory notes with professor
Robert Bluhm. Sean Carroll’s Spacetime and Geometry: An Introduction to
General Relativity, along with other resources, serves as the main guiding text.
This text also references a number of other texts such as Quantum Field The-
ory by Ryder, Quantum Field Theory by Mandl and Shaw, Gauge Theories Of
The Strong, Weak, and Electromagnetic Interactions by Quigg, A First Book of
Quantum Field Theory by A. Lahiri and P. B. Pal, Quantum Field Theory in a
Nutshell by Zee.

This text is a continuation of General Relativity and Cosmology, A Quick
Guide to. Familiarity with classical mechanics, linear algebra, vector calculus,
and especially general relativity is expected. There will be a quick review of
general relativity where important concepts are revisited and derivations high-
lighted, but familiarity with basic notions such as geodesics, Christoffel symbols,
the Riemann curvature tensors, etc. is assumed.

Note: As a consequence of being developed from a variety of sources, there
will be some overlapping among the sections. However, the objective of each

section is unique.

Enjoy!
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Part 1

Introduction to the
Lagrangian and the
Principle of Least Action

Proposition 1.0.1. All fundamental physics obeys least action principles.

The action S is defined as

S:/ZMt (L.1)

where L is called the Lagrangian.

Refer for Farlow’s Partial Differential Equation, page 353, for detailed ex-
planation of Lagrange’s calculus of variations.

I will derive the Euler-Lagrange equation(s) here, but we are not going to
use it in the following subsection for the introduction to field theory for now.

oL oL
9 0,0 =" .

1.1 A Classical-Mechanical Example

In this subsection we take a look at how the Lagrangian formulation of classical
mechanics can give rise to Newton’s second law of motion. In mechanics, the
Lagrangian often takes the form:

L=K—V, (1.3)
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where K is the kinetic energy, and V' is the potential energy. Let us consider a
simple example where

K= %ma’:Q (1.4)
V =V(x). (1.5)
Variations on the Lagrangian gives
1,
0L=19 gmd” — V(x) (1.6)
av
— s OV 1.
maoL o dx (1.7)
%
= midr — — 1.
maox o dx (1.8)
. d . av
=m (—:I:(Ssc + dtsc(Sx) - Eéw (1.9)
. d . av
= —miEdTr — maxéx — %633. (1.10)

It follows that the variations on the action gives

b b
55:/ 6Ldt:—/ <m¢+‘flv) S dt. (1.11)
a a T

The principle of least action requires 65 = 0 for all dz. Therefore it follows that

dv
P+ — =0, 1.12
mi + — (1.12)
which is simply Newton’s second law of motion in disguise.
Before we move on, we should note that in order for the Lagrangian formu-

lation to work in electromagnetism or in general relativity, we need to promote
the Lagrangian to its relativistic version where the Lagrangian is given by

b
L:/ Ldr. (1.13)

L is called the Lagrangian density, but we can colloquially refer to it as “the
Lagrangian.” The relativistic action hence takes the form

S = /Ltd%, (1.14)

where d*z implies integrating over all spacetime.



Part 2

Group Theory: a quick
guide in a quick guide

1. Consider an N-dimensional vector with complex elements. A gauge trans-
formation that takes |z|? — |2|? (modulus preserving) is call a U(N) gauge
transformation. The letter “U” denotes “unitary.” These kinds of trans-
formations can be represented by a unitary matrix, which is defined as a
matrix whose conjugate transpose is the same as its inverse. If z — Uz,
then

122 = (U2)T(Uz) = 2TUTUz = 212 = |2]%, (2.1)

hence modulus preserving.

Note that the transformation e*® is unitary. It is simply a 1x1 unitary
matrix. This immediately implies that complex scalars have a U(1) gauge
invariance.

The special group of U(N) transformations is denoted SU(N), which rep-
resents those with det U = 1.

2. Consider another N-dimensional real-valued-element vector. We denote
the group of orthogonal transformations O(N). Orthogonal transforma-
tions are orthogonal, i.e., length-preserving.

(0x)"(0z)=2"0" Oz =22 = > (2.2)

Once again, we denote the special group of the O(N) the SO(N) group.
This group represents transformations with det O = 1. The Lorentz group
is a sub-group of SO(N), as the norm is defined differently, nevertheless
it is still length-preserving. We call the Lorentz group SO(3,1), signifying
that one sign is different from the other three.
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Part 3

Introduction to Classical
Field Theory

3.1 Relativistic Notation

Throughout this text, we will use the particle physics’ Minkowski spacetime
metric tensor:

1 0 0 0
0 -1 0 0

=10 0 -1 0 3.1)
0 0 0 -1

We shall assume knowledge of inner products and index-lowering/raising oper-
ations (please refer to General Relativity & Cosmology: A Quick Guide to) for
more details about this “indexing” business.

Quick notes: the four-dimensional generalization of the gradient operator V
transforms like a four-vector. If ¢(x) is a scalar function, so is

_ 995 u

and so

¢

o = Oud = ¢, - (3.3)
Similarly, we also have something for the contravariant four-vector:

0

— =0l =9t 3.4

Go = 6=0 (3.4)

Lastly, we define the d’Alembertian as:

0= 55— 00 (3.5)

11
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These will come in handy when we “vary” the action and the Lagrangian - but
more on this later.

3.2 Classical Lagrangian Field Theory

In classical field theory, we are interested in fields, or systems of fields. We can
consider a system which requires several fields, ¢,(z), where r = 1,..., N. We
are also interested in the Lagrangian density, which has a more general form
than we have seen in the first section when we are still in the realm of Newtonian
physics:

L= ‘C(¢7‘a ¢r,a)7 (36)

where we have used the covariant notation to denote derivatives of ¢ with re-
spect to the coordinates. The action, as integrated over some region €2 of four-
spacetime, is then given by

S(Q> = / £(¢, ¢r,a) d*a. (37)
Q
Now, consider a variation in the field
or(x) = ¢r(x) + 00y () (3.8)
with the requirement that
561 (2)0 (3.9)

on the boundary of €. As we will explore later on, the field ¢ can be real or
complex. In the case of the complex field, we can simply treat ¢ and its complex
conjugate ¢* as two independent fields. However, whether ¢ is complex or not
should not matter in what we are doing now, which is requiring that the variation
in the action to take a stationary value, i.e.,

55 = 0. (3.10)
So,
o [ for oc
ofasf/ﬂd : {a@‘w’"* %T’awm} (3.11)
. foc o (o .0 (oL
- /Qd v {&br D (aqsr,a) } o0 +/Qd * <a¢>r,aa¢7")
(3.12)

where the second line simply comes from doing integration by parts and the
covariant notation:

0

5¢r,a = @5(;57“ (313)
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Now, the second term on the second line can be re-written under Gauss-Ostrogradsky’s

theorem as
4 3
/d (3¢ma¢r> / d’x 8¢>m8¢r (3.14)

where the d, denotes a divergence and 02 denotes the boundary of the region
in spacetime. But notice that since we require the variation to vanish at the
boundary of €2, this integral simply vanishes, so the variation in the action

becomes
4 0 oL
O ) L P

Now, because this equality has to hold for any variation d¢,., it must be true
that the integrand has to be zero. We arrive at the Euler-Lagrange equation:

oL 0 oL
96, Dae (8@@) =0. (3.16)

3.3 Quantized Lagrangian Field Theory (primer)

While the focus of this text is classical field theory, it can be worthwhile to
have a little primer on what quantized Lagrangian field theory looks like. The
main difference between classical and quantized Lagrangian field theory is the
“degree of freedom” in the field. In classical field theory, we deal with systems
with a continuously infinite number of degrees of freedom, i.e. at any point
in spacetime, the field ¢ is assigned some value. In quantized field theory, we
consider an “approximation” of this by imagining a system with a countable
number of degrees of freedom, and then go to the continuum limit.

Consider flat spacetime, at an instance t = Constant. Let us now make
space discrete by thinking of space as “cells” of equal volume called §z; where
1 is just another index. Let the value of the field within each cell by the value
of the field at the center of the cell. So now the system is discrete and can be
described by a discrete set of generalized coordinates:

qri(t) = ér(xi, 1) (3.17)

where ¢,;(t) simply represents the value of the field ¢, at cell x; at time t. Now,
since the idea of the derivative no longer holds in the discrete world, the new
Lagrangian density takes into account the difference in the field values between
neighboring cells. This gives the Lagrangian, L, NOT the Lagrangian density
(the Lagrangian density is denoted L£):

Zéxl (6 (i, 1), D (i, 1), G (i, 1)) (3.18)
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Now, recall from classical mechanics that the second term in the Euler-Lagrange
equation represents the momentum, so we define the momentum conjugate
to gr; as

oL
Dri = Er (3.19)
__or (3.20)
O (i,t)
d
= ——— > XL (3.21)
6¢T(’L7t) i
= 7, (i, 1)0%; (3.22)
where
(i, 1) = oL oL (3.23)

C04e(ist) g, (i,t)
is called the canonical momenta. This definition makes sense by analogy to

classical mechanics, as ¢,; is just the coordinates. So, the Hamiltonian of the
discrete system is given by

H =) pidri—L (3.24)
=D o {706t~ £:}. (3.25)

Now, letting the difference go to zero, i.e, 0x; — 0, which makes

me(z) = L — aﬁ.i, (3.26)
a¢r(za t) a¢r
ie.,
(i, t) = (x4, 1), (3.27)
in which case the Lagrangian turns from a sum into an integral
L(t) = /de £(¢ra¢r,a) (328)
and so does the Hamiltonian
H= /dgm?-l(x), (3.29)

where the Hamiltonian density is given by (again, turned from a sum into an
integral)

H(x) = WT(m)éT(x) — L(¢r, Pra)- (3.30)
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3.4 Symmetries and Conservation Laws (primer)

Recall the Heisenberg’s equation of motion of an operator O(t):

dO(t
zh@ = [0(t), H], (3.31)
dt
where [.,.] denotes the commutator. Note that
[O,H]=0 (3.32)

if O is a constant of motion, which often stem from invariance properties of
systems under groups of transformation such as translation or rotations. These
invariances relate to conservation laws, which we will explore in much more
detail in the next sections. Consider an example with a wavefunction ¥ and an
operator O undergoing a Lorentz transformation:

|T) — |0') = U |¥) (3.33)
O — 0 =U0U". (3.34)

U is a unitary transformation, which ensure that (i) the operator equations are
covariant, and (ii) probability amplitudes and eigenvalues of operators (observ-
ables) are invariant (unitary matrices are length-preserving).

We can consider another example of a rotation in the complex plane:
U=eol (3.35)

where U can be thought of as a unitary, continuous, 1x1 transformation, and
T =T*. For an infinitesimal transformation

U~1+i6aT (3.36)
and hence
0' =060 =UOU" = (1 +1i6aT)O(1 — i6aT), (3.37)
which we can show to be equivalent to
00 = ida[T, O]. (3.38)

So, if the operator O is the Hamiltonian H, and by requiring the theory to be
invariant under variations, i.e., § H = 0, which means

[T, H] =0, (3.39)
which implies that T is a constant of motion.

For a field theory derived from a Lagrangian density, we can construct con-
served quantities from the invariance of £ under symmetry transformations.
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We have a prescription to do this where very first step is to show that we can
construct a function f* of the field operators and derivatives such that

aft
g = 0. (3.40)

where a are just indices, and 20 = ¢. We will show how this is possible by first
assuming that, well, it is possible - in which case if we define

Fet) = /d?’m fé(x,t) = Constant. (3.41)

(this equation really hints to us that something is conserved over time... hence
a requirement to construct conserved quantities) then by 9f%/9xz% = 0 we have

dF° d
— == [ Pz fOx,t 42
= [ e (342)
= iC’onsmnt - ia-fj(x t), 7=1,2,3 (3.43)
- dt dt 9 s V) J=1,4 .
= —/d3x8jfj(x, t) (3.44)
=0. (3.45)
This means
FO = /d3x fY(x,t) = Constant, (3.46)

i.e, FY is a conserved quantity we are talking about. But what exactly are
the quantities f and F' and how can we interpret them? As we go along, it will
make more sense to call f* the conserved current. We will also explore Noether’s
theorem that relates transformation symmetries and conservations later in the
following sections.

Let us apply this result to the transformation (or rather, the variation):

br(x) = ¢.(x) = ¢r(x) + 060 (2). (3.47)
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This leads the variation of the Lagrangian to take the form

oL oL

L = b+ o (3.48)
— dent aﬂ%‘;waaa(@) (3.49)
= (O + 8(25;%)) Oy + %(6(92%)68”(@) (3.50)
— 66,0 8(355” + a(gzr)aaaqsr (3.51)
_ % ((%%%5@) (3.53)
_ 8; (aiia 5¢T> (3.54)

where the third line comes from the Euler-Lagrange equation. Now, since we
require §£ = 0, in hopes of deriving a conserved quantity, we can match f to
the last term in the equality:

o o
oz 9L 54 = 95 54, 355
= 360 = 06 (3.55)
in which case
a __ 3 a _ 3 oL
F f/d xf (x,t)/dzaa(a¢r)5¢r, (3.56)
SO
o [ or
F —/d v e (3.57)
R
- / d'a 6, (3.58)
- / B (2)56,(x) (3.59)

where , is the momentum as defined earlier.

Now, some interesting things can happen is our field is complex. Recall that
we can treat a complex fields as two independent fields. Consider the following
transformations:

Or tog), = €', ~ (1 +i€)gy (3.60)
ol = o 11 "ol ~ (1 —ie)g] (3.61)
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where € is real, and suppose that £ is invariant under this transformation. The
transformations, assuming that e is very small, give

5¢r = ’L.Gd)»,‘ (362)
Sl = —iedl. (3.63)

If this is the case, then FY can be written as
FY = /d3a: 7 ()00, (z) = ie/d3:r [ (2) () — 7l ()l ()] (3.64)

Now, recall that F© is simply some constant. So if we define @) as an “educated”
scalar multiplication of F, then Q should also be a conserved quantity just like
F° which we have shown. So, let

Q=-7 [ dxlr(2)o, () - wl(2)8} ()] (3.65)
where ¢ is just another constant. There are two reasons why we might want to
do this. First, we would like to introduce ¢ because we will ultimately show that
it is the electric charge. And second, we want to introduce the term /h because
we can observe that the integrand looks suspiciously like it has something to do
with a commutator. In fact, we will now evaluate the commutator [Q, ¢, (z)].
However, there are important steps and concepts we need to understand before
doing this.

First, recall the Heisenberg uncertainty principle can be written in commu-
tator form

(£, 5] = ik (3.66)

where & is just the position operator, and p is the momentum operator. Now,
while we are not actually dealing with position and momentum operators, we
are dealing the canonical coordinate ¢, and canonical momenta 7, to
which the canonical commutation relations still apply:

&, 75] = ihd} (3.67)
(7, 75] = [24,25]) =0 (3.68)
Specifically in our discrete case,

./
T §J

ol ).l )] = i (3.69)
(600G:8): 6.7 0] = [m, G ). 0] = 0. 3.70)

In the continuous case:
(606, 1). (. 1)] = B8~ ) 371)

[r(x,1), 05 (X', 1)] = [T (x, 1), Ts(x', )] = 0. (3.72)
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Now, back to our case. We want to find

Q, dr(2)]. (3.73)

(more to come... this section in Mandl and Shaw is actually pretty long and
I don’t know what the “narrative” is. I'll come back to this later.)



20

PART 3. INTRODUCTION TO CLASSICAL FIELD THEORY



Part 4

Gauge Invariance

4.1 Introduction

From studying Maxwell’s equations, we know that there is more than one way
to choose a vector potential A, that describes the same electromagnetic field.
This freedom is called gauge invariance. We will explore the idea of gauge in-
variance in the context of a continuous symmetry of the Lagrangian, which leads
to the conservation of electric charge and other important consequences under
Noether’s theorem.

In the subsequent subsections, we will explore and try to understand the
idea of gauge invariance. We will start out with gauge invariance in classical
electrodynamics. Then, we will look briefly at phase invariance in quantum
mechanics and ultimately field theory.

4.2 Gauge Invariance in Classical Electrodynam-
ics
Recall the second of Maxwell’s equations, written in differential form:
V-B=0. (4.1)

Following from a vector calculus identity, this means the magnetic field can be
expressed as a curl of some vector potential, called A:

V-B=V-VxA-=0. (4.2)

Now, we also know that the curl of a conservative vector field is zero, it is also
true that

VX(A+VA)=VXA+VXVA=VXA. (4.3)

21
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It follows that this new vector potential A + VA also describes the same mag-
netic field B:
B=VXx(A+VA)=V x A. (4.4)
Next, consider Faraday-Lenz law:

0B

VXE=——. 4.5
X ey (4.5)
Since B =V X A, this can be re-written as:
0A
v E+— | =0. 4.6
X ( % ) (4.6)
This suggests that
0A
E+— 4.7
+ 5 (4.7)

is some conservative vector field, which we shall identity as —VV, where V is
the scalar potential:
0A
E+ —=-VV. 4.8
+ > (4.8)
Now, in order for the electric field E to remain invariant under the transforma-
tion

A - A+ VA (4.9)
we must require that
E =E (4.10)
OA’ 0A
-VV' - =-VV - — 4.11
- V- (4.11)
0 0A
-VV' — = (A+VA)=-VV - — 4.12
vV 5 (A+VA) \4% 5 ( )
VV' =VV + %VA (4.13)
A
VV' =VV +V (?’)t) , (4.14)
i.e,
oA
"= —. 4.1
Vi=V+ 5 (4.15)
So, the scalar potential has to undergo the transformation
A
V-oV+ a— (4.16)

ot
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Now, if we define the 4-vector potential as
A* = (V,A), (4.17)

then everything we have done so far can be encoded in the 4-curl of A*, which
we define as the anti-symmetric electromagnetic field strength tensor

0 —-E, —Ey —Ej
Ei 0 —Bs B

FrY = —FYH = gFAY — 9V AF = By B 0 _B (4.18)
Es —By B; 0
We can verify that F*¥ is invariant under the transformation
Al — AP — OFA (4.19)
or
A, — AL+ 0uA, (4.20)

where A(x) is an arbitrary scalar field of the coordinate. The fact that many
different four-vector potentials yield the same electromagnetic fields, and thus
describe the same physics, is a manifestation of the gauge invariance of classical
electrodynamics.

From General Relativity & Cosmology, A Quick Guide to..., we have verified
how the Maxwell’s equations in covariant notation:

O FH = —=J (4.21)
OcFry + 0, Fy6 + 0, F5,, =0 (4.22)

where the 4-current JY is defined as
JY =(0,J) (4.23)

give rise to the same Maxwell’s equations in differential form. Now, we look at
two important consequences of these two covariant equations.

First, consider the 4-divergence of the 4-current. We can readily from the
definition of F* that

0,J" = —0,0, F" (4.24)
= —0,0,(0"A¥ — ¥ AM) (4.25)

= —0,0,0" A" + 0,0,0" A" (4.26)

= [~8,0,, + 0,0,]0" A (4.27)
: (4.28)
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Note that operators 0,0, and 0,0, commute because they are just partial
derivatives. This tells us that the electromagnetic current is conserved.

Second,
O F" = —=J" (4.29)
can be expanded as
0 0" AY — 0, 0" At = J” (4.30)
and re-written as
OA” — 0 (0,A%) = J". (4.31)

In the absence of any sources, and in the Lorentz gauge where d,A* = 0, this
reduces to

0AY = 0. (4.32)

So A satisfies the Klein-Gordon equation for a massless particle (photon).

4.3 Phase Invariance in Quantum Mechanics

It is in fact possible for us to guess Maxwell’s equations from a gauge princi-
ple based on the Schrédinger equation, even in the absence of electrodynamics
knowledge. Let a wavefunction i be given, recall that a quantum mechanical
observable is of the form

(0) = / GO d"z, (4.33)

which can be readily verified to be invariant under the global phase rotation:

() = (). (4.34)

This result implies that there is no such thing as “the absolute phase.” Rather,
the only thing we can measure is the relative phase between wavefunctions,
which is unaffected by global rotation.

Now, what about local rotation e*(*)? Are we free to choose different phase
conventions at different locations? Can quantum mechanics be formulated such
that it is invariant under local, i.e., spatio-dependent phase rotations

b i@y (4.35)

The answer turns out to be yes, and we shall explore how this is done. Consider
the same local transformation. Since the Schrédinger equation involves the
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derivatives of 1, we should consider how it transforms:

Bp(x) — B’ = 0, (em(z)¢(x)) (4.36)
=i (0ua(2)) (¢°@p(@) ) + D, p(x) (4.37)
= @ [91p(x) + i(Dua(x))h(x)] (4.38)

So there is an additional gradient term apart from just the phase change as we
have seen before. The problem here is that our current notion of the derivation
is not gauge-covariant, just like how the “normal” derivative does not work
in curved spacetime and has to be replaced by covariant derivative in general
relativity. The same thing is happening here, and the “fix” is also the same.
We shall change our notion of the derivative and define a new, gauge covariant
one as

D, =0, +ieA, (4.39)
such that
D,(z) — D' (z) = €@ D, ap(x). (4.40)

To find how A,, transforms (it should because it acts like the Christoffel symbol
in general relativity, connecting the coordinate systems), we let D, act on ¥ (x)
in their respective frames, and require that

D' (2') = "D,y (). (4.41)

First, we look at the rotated frame:
Dl (2') = (0 + ieAl,) ¥(z)e ™) (4.42)
=9, (¢(x)eia<z>) +ie Al (x)et ™) (4.43)
= ¢@9,0(@) + () (9,6°)) +iedL (@) (4.44)
=€) (91 (x) + ih(x)Opar(w) + ie Al () . (4.45)

Next, we look at the original frame:
Dyip(x) = (0, +ieA,) P(x) (4.46)
= 0(z) +ieA ) (x). (4.47)

Since D'y’ (2') = ') D b (x),

Ot (@) +ieAu(z) = Ouib(z) + it (2)Oua(x) + ie Al )(z) (4.48)
ieA, = id,0(z) + eAl,. (4.49)

Therefore, the transformation rule for A, must be

A, =A, - éaﬂa(a:). (4.50)
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This transformation rule has exactly the same form of a gauge transformation
in electrodynamics, which we have discussed in the previous subsection

Ay = Ay + A (4.51)

In fact, A, is the electromagnetic field 4-vector. Now, while the form is the same,
there is an additional coupling constant e, which is the charge in natural units
of the particle described by ¢ (x). Therefore, the form of the coupling D, (x)
between the electromagnetic field and matter is suggested, if not uniquely dic-
tated, by local phase invariance.

4.4 Significance of Potentials in Quantum The-
ory

In this subsection, we will look at the role of the vector potential A, in quantum
mechanics, specifically quantum-mechanical interference phenomena. First, we
will briefly discuss the Aharonov-Bohm effect. Second, we will show that the
vector potential, though regarded as a purely mathematical device which lacks
physical significance, does play a role in quantum mechanics. Third, we will
learn a little bit about path-dependent phase factors in quantum mechanics.

4.4.1 The Aharonov-Bohm Effect & The Physical Vector
Potential

The Ahanorov-Bohm effect shows that the vector potential is not just a mathe-
matical construct to simplify calculations and that it does not have any physical
significance. In 1959, Aharonov and Bohm proposed an experiment to resolve
the question of the physical significance of the vector potential. The gist of the
effect is that fact that wavefunctions of quantum mechanical objects acquire
additional phase when traveling through space with no electromagnetic fields,
only potentials. To show this, we first recall the Schréndinger equation for a
free particle:

h2 5 0 ) 8w0
- =ih—. 4.52
2mV v =ih o (4.52)
In the presence of a vector potential, the Schrédinger equation becomes
(—ihV — eA)? L OY(x)
The solution to this new Schrodinger is
b(x,t) = O(x, t)en (4.54)

where

S— e/Adx (4.55)
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is a line integral of A along the trajectory of the particle. Now, recall that
V X A =B, (4.56)

which means it is possible to have A # 0 but B = 0. So, if we allow particles
to move in a potential, say around a vertical rod with a solenoidal A, even
without the magnetic field, there will be a phase difference between particles
that go along A and those that go against A. This creates a phase shift between
the wavefunctions, giving rise to interference that can be shifted by turning on
and off the magnetic field. We can argue this rigorously as follows. Let

UO(x,t) = U1 (x,) + ¥p(x,1) (4.57)

represent the wavefucntion in the absence of a vector potential, where 19 and
1Y denote the components of the beam that pass on the right or left of the
solenoid: When we turn the current on, there is a magnetic field B confined

!

Beam
recombined

Solenoid

within the solenoid, i.e., there is no lateral magnetic field B on the side of the
solenoid. So, according to the figure, electrons pass through a magnetic-field-
free region before landing on the detector sheet. However, there exists a vector
potential A outside of the solenoid, as the curl of A has to be such that the
produced magnetic field B is contained within the coil. This can be illustrated
mathematically by Stokes’ theorem:

/B-~~dcr:/ A - dx. (4.58)
D oD

The perturbed wavefunction as a result of passing through this region is

P = pYetSth 4 qpQeise/h (4.59)
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where
S; = e/ A - dx. (4.60)
path ¢

It is clear now that the two components of the perturbed wavefunction has a
phase difference of

_S1=5 _e _° p
¢»= T h%A(X) dx = h%A dx,, (4.61)

which is dependent on the vector potential A. Therefore, there is a physical
effect from A even though the electrons do not experience any electromagnetic
force.

4.4.2 Path-dependent Phase Factors

Results from the Aharonov-Bohm experiment showed that knowing the electro-
magnetic field strength tensor F'*¥ is not enough to determine all electrodynamic
phenomena in quantum mechanics. In fact, a phase factor of the form

e A" da (4.62)

must be known in order to give correct predictions. Notice that the given
integral is path-dependent line integral.

4.5 Phase Invariance in Field Theory

In the previous sections we have seen somewhat of the connection between
electromagnetic gauge invariance, and have generalized global phase invariance
to local phase symmetry. Now, we will bring these results into Lagrangian field
theory. Detailed derivations will not be focused here, as the main idea of this
section is to understand what gauge transformation and symmetry are. So, we
will mainly focus on results, and only derivative only when necessary. Consider
the Lagrangian for the free complex scalar field:

L= 9"¢|* = m?[y|*. (4.63)

We will show that by the principle of least action ¢ and its complex conjugate
satisfies the Klein-Gordon equation:

O+ m?)¢(x) =0
(O4+m?)p*(z) =0 (4.65)

Next, consider a global phase shift:

() — e"1p(x) (4.66)
o* (x) — e 11%p* (). (4.67)
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We can readily verify that the infinitesimal variations are

d¢p =iq(da)d (4.68)
5(0,0) = iq(50)0,0 (4.69)
0¢" = —iq(dar)p” (4.70)
5(0u0°) = —ig(50)0," (4.71)

Global phase invariance requires the Lagrangian to remain unchanged, i.e.,

5L =0, (4.72)
ie.,
oL oL oL . ., oL x
0L = 5500+ Wd(c’mﬁ) + 55700+ a(aﬂ¢*)5(8u¢ ) (4.73)
- {a M] i0(30)6 + o ig(80)0, — (& - 6) (4.74)
~ [ 90.9)] " AB,0) 1O '
‘ oL oL .
= ta(60)0 [a@m‘? " 00,07° } 1
. (4.76)

We can identity a conserved Noether’s current (we will discuss Noether’s theo-
rem later, but the point here is to show the existence of a conserved quantity)
as:

oL oL
JH = —i — * 4.77
& {a(am)gb 90.07)" ] 1)
=iq[¢"0ue — (0.9 (4.78)
= iqp*Org, (4.79)
which satisfies
8" =0, (4.80)

So, we have shown the connection between global phase invariance and current
conservation. But what if the transformation is local? Consider the following
local phase rotation:

P(x) = 1@ (). (4.81)

The same “problem” arises as earlier in the section where we have some extra
terms in the gradient of the scalar field:

0 - 1% 9,6 + iq(Dpa(2))d] (4.82)
which necessitates the introduction of the gauge-covariant derivative

D, =8, +iqA, (4.83)
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such that
D¢ — €@ D, ¢, (4.84)
which demands the A, has to transform as
Ay (2) = Au(2) = dualo), (4.85)

which we have verified earlier in the section. So, by requiring local phase sym-
metry (replacing 9, to D,,), we require some form of interaction between the
gauge field (vector potential) A, and matter.



Part 5

Lagrangian Field Theory in
Flat Spacetime

5.1 Real Scalar Fields

A scalar field can be used to describe particles of spin 0. A scalar field has
only one component, or one degree of freedom, making it the “simplest case” of
the fields we will discuss. Let us now consider a moving field in one dimension,
which has the form

B(s) ~ e~k (5.1)

where
k=K"= (K°K) (5.2)
x=X"=(X°X). (5.3)

Remember that K* is the wavenumber vector, and X* is the position vector.
Also recall that the metric is Minkowskian at this point of consideration (we
are still in flat spacetime. General curved spacetime will come later):

1 0 0 0
Nuw = 8 _01 _01 8 (5.4)
0 0 0 -1
Doing the inner product of X* and K* gives
é(z) = oK tHik-E (5.5)
We shall choose “natural units” such that i = ¢ = 1. This gives
o(z) = e~ wteiF . (5.6)

31
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Now, particles obey the following Einstein mass-energy equivalence:
E? =m? + 2. (5.7)

But because of our choice of units, £ = chK" = K°, and p = hk = k. This
gives

(KO)? — 2 = m? (5.8)

K'K,, =m?. (5.9)

So, massive particles obey K*K,, = m?, while massless particles obey KrK, =
0.

Now, we might wonder how we know that the scalar field has the above
form. The answer is derived from, you guessed it, the Lagrangian for a scalar
field. Let us consider a single scalar field in classical mechanics where

1.
Kinetic energy: K = 5(;52 (5.10)
1
Gradient energy: G = 3 (V¢)? (5.11)
Potential energy: P =V (¢). (5.12)

Note: I haven’t found a satisfactory explanation to what a “gradient energy” is.
L’ll come back to this term later.

We currently have three terms, but we would like our Lagrangian density to

have the form £ = K — V. So, let us combine the kinetic energy and gradient
energy terms into one:

/_1'2_1 2
K' = 2¢ 5 (Vo). (5.13)
We shall verify that
/__1 _ 1'2_1 2
K' = = (0,0) (") = 56° — 5 (Vo). (5.14)

This turns out to be quite straightforward:

(0,0) (0¢) = 1" (0,0) (9, 0) (5.15)
= (000)” — (0;0) (5.16)
= $2 — (V¢)2. (5.17)

So, a good choice of Lagrangian for our scalar field would be

Lo K=V = 2 (0,0) (09) ~ V(). (5.18)
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In order for the action to be extremized, i.e. 45 = 0, we require that 6L = 0 for
any d¢. Varying £ with respect to ¢ gives

5 =5 (~5(0,)0"6) - V(o)) (5.19)
_ 7% (8,66 06 + 0,6 9"56)) — d‘gf)w (5.20)
av

=—0,000"¢ — dff) 0. (5.21)

Now, integration by parts tells us that
O0u (0"¢0¢) = 040,069 + 0,09 0. (5.22)

So,

0,00 0" = 0, (0" dp) — 00, 5 p. (5.23)

Therefore, variations on L is:

dv(¢)

0L =—1[0,(0"pd¢p) — 0"0,0 0] — W&dx (5.24)
It follows that the action is
b b
5= / 5Lt = / {— 0, (8"656) — 0"0,,636] — C“;((f)éqb} diz. (5.25)

The total derivative term 0, (0" ¢ d¢) vanishes as we require the variations d¢ =
0 at a and b. This leaves us with

b
dav
S = / {a“am — dfj)} Spdie. (5.26)
We require that this equality hold for any variation d¢. So it must be true that
av(e)
H - —==0. 2
0"0, o 0 (5.27)
We introduce a new operator, the d’Alembertian:
0? =5
O0=0"0,=0,0"= 52 ve. (5.28)
The requirement we just derived now becomes the Klein-Gordon equation:
av
O¢p — — =0. 5.29
o (529)

Remember that we are working with Lagrangian for a scalar field. It can easily
be shown the connection between the Klein-Gordon equations and Newton’s
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second law of motion, by separating the temporal and spatial derivatives from
the d’Alembertian and rewriting a few things:

awv . = dV (¢)
Op— —=¢—V2p— ——2 =0. 5.30
R (530)
We can see the time second derivative on the field ¢ and the ¢-derivative on the
potential field resemble “acceleration” and “force” in Newton’s second law.

Let us return to our original question of why a scalar field has the form
¢ ~ e~ *_ From our derivation of the Klein-Gordon equation, we observe that
a scalar field ¢ must be a solution to the Klein-Gordon equation. Now, we verify
that

¢ =e kX (5.31)

is a solution to the KG equation. Note that even though we are concerned
with real scalar field for the time being, it is reasonable to have ¢ of that
particular complex form, simply because it makes taking derivatives easier. One
can certainly work with only the real part of ¢ and get the same result. Now,
to check when ¢ satisfies the Klein-Gordon equation, we simply unpack the
d’Alembertian and attack the derivatives step-by-step. The first derivative is

Oup =0, (e7™X) (5.32)
= —i0, (k-x)e X (5.33)
= —i0), (K, X") e HaX" (5.34)
= —iK,3,X" ¢ (5.35)
= —iK, 00 (5.36)
= —iK,¢ (5.37)

Next, we attack the second derivative:

3"5’,@7 = 77‘“/@”5’”@17 ( )
=00, (—iK,0) (5.39)
= —iK,n" (—iK,9) (5.40)
= (—1)*K"K,¢. (5.41)

If K"K, =m? (as we have shown before), then

O¢ +m2¢ = (—m? + m?)¢ = 0, (5.42)

which satisfies the Klein-Gordon equation. So, as long as K*K,, = m? is sat-
isfied, ¢ of the given form is a solution to the KG equation and is a legitimate

scalar field.
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Without knowing the solution to the Klein-Gordon equation, we can also
verify that the Klein-Gordon equation is the equation of motion via the Euler-
Lagrange equation, which says that

oL oL
= _9H =0. 5.43
%~ (a0.97) 049
Recall the Lagrangian:
1
£ = 5(0,0)(0"0) — V(9), (5.44)
we get
oL av
9 ~ (5.45)
oL 1
—— = =0¥¢. 5.46
So the Euler-Lagrange equation gives:
av 1
=z Hoh) —
o 2@(6 @) =0. (5.47)
If we reasonably take
V(p) = %m2¢2, (5.48)

then we get —m?¢ — ¢ = 0, i.e.
(O+m?)¢ = 0. (5.49)

5.2 Complex Scalar Fields and Electromagnetism

5.2.1 Gauge transformation of the first kind - Global Sym-
metry

In this section, we will see how things “come together.” As real scalar fields de-
scribe massive neutral particles and how vector fields describe massless photons,
complex scalar fields somehow fills in and completes the picture by bringing in
the charge and somehow joins the real scalar and vector field pictures. At the
end of this section, we will see how the “full theory” where the electromagnetic
field with charge is described by a single Lagrangian.

If our scalar field is complex, we can think of it and its complex conjugate

as:
6= (5.50)
g = o1 (5.51)

V2
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Or, we can think of ¢ and ¢* as independent fields. Since the Lagrangian has
to be real, plugging ¢ and ¢* into the Lagrangian introduced in the previous
section gives:

£ = (9,6)("¢)" — m?6™. (5.52)

Without much inspection, we can see that the fields satisfy the Klein-Gordon
equation:

(O+m2)e* =0, (5:53)

{(D +m2p =0
Now, we can ask ourselves: “Is this Lagrangian invariant under the transforma-
tion

b — e o (5.54)
o* — e, (5.55)

where A is a constant?” Again, by inspection, the answer is yes, simply because
the transformation is nothing but an orthogonal rotation (length preserving).
And since because we changed the field the same way everywhere by a rotation
induced by e** while the Lagrangian remains invariant, we say that the theory
has a global U(1) symmetry. Global transformations like this one are called
gauge transformation of the first kind.

5.2.2 Gauge transformation of the second kind - Local
Symmetry

Now, consider the case where the rotation operation e*** has a spatio-dependence,
ie., A = A(z). We call this a gauge transformation of the second kind. This
leads to the fact that ¢ transform differently at different places. We want our
theory to also be invariant under this “local” transformation. But first, we have
to show that our previous Lagrangian no longer retains its gauge symmetry and
try to come up with ways to “fix” the theory. Let us say that ¢ transforms as
¢ — ¢e* @) then

B = 06N = i(B,A () + €, 6. (5.56)
It is already clear that
(04 ) (0u®)” 7+ (0u) (D) e (5.57)

since there will always be some A(x)-dependent residual terms. We can stop here
and surrender, but we can also “fix” our notion of the derivative (just like what
we did in general relativity), introducing the gauge-covariant derivative:

D, = 8, +iqA,, (5.58)
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where ¢ is the charge, which acts as a coupling term like the Christoffel symbols
in general relativity, and A, is the vector potential, which is also the gauge field
that has symmetry:

Ay~ Ay + BN (5.59)

Once again, recall we have discussed in the gauge invariance section. By adding
the 4-dimensional gradient of a scalar field A (so adding the 9, A term), we are
not changing the 4-dimensional curl of A, i.e. the electromagnetic field tensor
F#¥ is divergence-free. We can refer to section on gauge invariance for more
details about this is true. But focusing on the results here, if we cleverly (once
again) pick A such that

Az)=——+ (5.60)

then with the gauge transformations

¢ N ¢€i1\(:c)
(5.61)
{AH — A, — L9, ()
the new derivative D,¢ = (9, + iqA,)¢ is transformed into

- (aﬂz‘q [Au — ;aﬂA(x)D e @) (5.62)
= e (9,0 +i(0,M(2)) + iqAud — i(9uA (2))0) (5.63)
= "MD(9,0 +igALd) (5.64)
=M@ Do (5.65)

So, D, ¢ transforms correctly. Since we have added the electromagnetic vector
potential to the theory, adding the electromagnetic field tensor term completes
the classical field theory for the charged scalar field in electromagnetism.

1
L= |Dugf* = m?|@|* = JFu F" (5.66)

In the next section, we will look at the underlying motivations for the choices
we have made regarding “fixing” our notion of the derivatives and A.

5.2.3 Motivations in the derivation of the E&M Lagrangian

In the previous section, we have look at the basics of gauge transformations
and global and local symmetry. We have also come across a number of “clever”
choices, but those choices have so far been unjustified. in this section, we will
try to develop an understanding for “why” the complete Lagrangian of electro-
magnetism and matter has the following form

1
L= |Dugl* = m*l* = L P ™. (5.67)
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First, we revisit the gauge transformation of the second kind, i.e., local gauge
transformation where

¢ = ¢ =g (1—il())o (5.68)
for A(x) < 1. Variations on the field give
0p = —iAg (5.69)
and
Ou® — O — i(0u A (2))p — iA(2)(0)u0). (5.70)
Therefore
5(0u9) = —iM(9u9) — 1(0uA)o. (5.71)
We can do the same with the complex conjugate of ¢, giving
00" = iAp* (5.72)
5(0,¢%) = iA(0u0") + i(0,N) ™. (5.73)

Assuming that the Lagrangian for electromagnetism takes the form like that of
the massive scalar field case:

L = (0,9)(0"¢*) —m*¢" o, (5.74)
variations on the Lagrangian gives
3L = 03[(0,9)(8"6")] — m*3(¢" ) (5.75)

= [0(0,0))(8"6") + (0,0)[8(0"¢")] — m*[(6¢) 6" + ¢(5¢)]- (5.76)
We can readily verify that (d¢)¢* 4+ ¢(d¢*) is zero by the above identities:
(09)d™ + ¢(69™) = —iApd™ + piAd™ = 0. (5.77)

So we're left with

0L = [—iA(0u9) — i(0uN)9](9"9") + (0ud)[iM(Dud7) +i(DuM)P™]  (5.78)
= —iA(9,9)(0"¢") —i(0uN)p(9" ") (5.79)
+iA(0"9")(0up) + i¢" (0" A) (o) (5.80)

= i¢" (0" A)(9,0) — i(0,N) (0" 07) (5.81)

= 19" (0, A)(9"9) — i(0,A)p(8"9") (5.82)

= (0uM)[i¢™ 0" — ip0" ¢"]. (5.83)

By Noether’s theorem, which we will into much more detail in the following
sections:

oL . oL o
= 90,9) (—ig) + 73(6;@*) (i¢™) (5.84)

= i(¢70" ¢ — ¢0"7). (5.85)

n
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So the variation in the Lagrangian becomes
0L = (0, A)J*. (5.86)

Now, our ultimate goal is achieve some sort of invariance. But by the look of §£
we are already failing to have invariance. However, we can fix this, by adding
terms to the Lagrangian such that this J# term goes away (this is exactly the
idea of gauge invariance which we have discussed earlier). So, consider

Ly =—eJ'A, (5.87)

= —elip" 0" — ip0" P A,. (5.88)

where we have introduced the vector potential A,. Recall in the section on
gauge invariance we have require A, to transform as

1
Ay = A+ —0,A (5.89)

in order to achieve gauge invariance. (Note that there is a subtle sign change
due to different sign conventions, but the idea is the same). Thus variations on
A, is given by

1
0A, = A; —A,= 28#/\ (5.90)
Plug this into the variation of this extra term £ we get
0Ly = —d[eJNA,] (5.91)
= —e(6J")A, —eJ"(dA,) (5.92)
= —e(6J")A, — JHO,A (5.93)

We shall compute §J* here:
§J" =1i6(¢*0"p — 90" ¢")
=i[(0¢")0" ) + ¢"0"(0¢) — ¢(9"3¢™) — (6¢)0" ¢"]
= i[iA@" " — O (iAD) — " (iAQ™) + iAPO* "]
= —A¢ 0" ¢ + 70" (Ag) + pO" (AP™) — Apd" 9"

= —AQ*0"p + AP 0" + ¢ PO* A + AOH ™ + Ppp*OF A — Apd* o™ (5.98
= 20" po* A. 5.99
So, variations on the modified Lagrangian is now
0L+ 0Ly = (OuN)J* — e(20" 90" A) — JH(0,A) (5.100)
= —2eA, 0" p(0"A). (5.101)

But it looks like we are still achieving invariance. So, we have to repeat the
procedure, adding more terms to the Lagrangian. Let’s call this additional term
Lo, defined as

Lo =e®A,A $* . (5.102)
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Varying Lo gives

6Ly = 6(e* A, A p*p) (5.103)
= 2P PA A" + 2 PAMSA, (5.104)
= 262AH(6ﬂA)¢*¢. (5.105)
Now, we should achieve invariance:
SL+ 6Ly + 6Ls = —2eA,*$(0"A) + 2e* A, (0" N)p* ¢ (5.106)
=0. (5.107)

The total Lagrangian £ + £q + Lo is now invariant under local gauge transfor-
mation, but at the price of introducing the vector potential A,, which couples
to the current J, of the complex ¢ field. Now, A, must also be contributing to
the Lagrangian, so we need to take into account for that contribution by requir-
ing an additional (invariant) term that involves nothing but the electromagnetic
field strength tensor:

L3 = —iFﬂ”F/w. (5.108)
So, the total Lagrangian becomes:
Liot = L+ L1+ Lo+ L3 (5.109)
= (0,9)(0"¢") —ie(¢* 0" ) — 90" ") A, (5.110)
A A G —mPpx ¢ — iF””FW. (5.111)
Some simplification gives
Liotr = (0,0 + ieA,d) (0 ¢* —ieAFd*) —mPp* ¢ — 1FWF,W. (5.112)

4

Now, the form of the Lagrangian is starting to look like the Lagrangian we
wish to achieve in the beginning of this section. Indeed, we can see that our
derivative has been slightly modified to include the vector potential:

O — 0, +ied,. (5.113)
So we if define a new operator
D, =0, +ieA,, (5.114)

then we see that it is indeed invariant under local gauge transformations (as

already been shown numerous times in this text). It is worthwhile, however, to
show again, but in a slightly different light:

0(Dy¢) = 6(0u¢) +ie(6A,)d +ieA,dd (5.115)

= —iN(Ou¢ +ieA, ) (5.116)

= —iAN(D,¢). (5.117)
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In fact, this is true even without the approximation A < 1. To show this, we
also have to take into account the transformation of 4, — AL, i.e., the opera-
tors are not the same at different locations in space. But it can easily be done.
In fact, we have shown this in the section on gauge invariance.

Now, we are getting really close to coming a full circle to justify the numerous
of “clever choices” in the previous sections. However, we shall still be careful
and look at a subtle difference:

D, =0, +ieA, (5.118)
if applied to the scalar field ¢, while
D, =0, —ieA, (5.119)

if applied to the complex conjugate scalar field ¢*. But the operator itself
shouldn’t know in advance what kind of function is being fed to it so that it
can change accordingly. Also, the role of “complex conjugate” is exchangeable,
thus a “sign-varying” definition of D,, certainly does not work. To resolve this,
we must recognize this: because e is the electric charge, changing the sign of
e changes the sign of the charge. Now, because this goes hand-in-hand with
the field ¢ and its complex conjugate ¢*, i.e., whenever we have the complex
conjugate, the sign of e in the operator changes, we might as well associate the
field ¢ with having the charge e, and the field ¢* with having the charge —e. To
summarize, we simply note: ¢ describes a field with charge e, and ¢* describes
a field with charge —e. So, we can now be satisfied with the Lagrangian for
electromagnetism and classical field theory (in flat spacetime):

L = (D,¢)(D'¢*) — m?A, A" — iF‘“’F,“, (5.120)

5.2.4 A few remarks

Here are a few key concepts we should clarify and make sure we understand
correctly. These can be treated as important takeaways from this section. It
also helps to have some “intuitive” grounding and a good “narrative” in mind
when we talk about the theory. Sometimes, while the mathematics is straight-
forward, it can be tremendously difficult to interpret a theory and “understand”
it. So, while not as technical as the other sections, this subsubsection serves to
summarize and hopefully explain why we did what we have done and defined
what we have defined. T hope this section sort of “brings everything together”
before we move on to other topics.

1. D,¢* is a covariant derivative of ¢* not because we conjugated D, ¢ but
because it transforms in the same way that ¢* does under gauge transfor-
mations. We can readily verify this (in fact, we have verified this many
times).
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2. How can we be sure that A, is actually the vector potential? This is pos-

sibly a question that a careful reader would ask right from the beginning.
But no worries, as we know for sure that A, must be the (compensating)
vector potential. Why? Because of the definition of the electromagnetic
field strength tensor as the 4-dimensional curl of A4,,.

. As a result of the previous item, we have a new interpretation for the elec-

tromagnetic field: The electromagnetic field is the gauge field which has
to be introduced to guarantee invariance under local U(1) gauge transfor-
mations.

. The Maxwell’s inhomogeneous equations (i.e., not in a vacuum, i.e., there

exists some current J#) arise as a result of varying the vector potential
A, i.e., by requiring that A, satisfy the Euler-Lagrange equation for A,:

1y
oL ( oL )
Ol 555 =0 5.121
oA, 20,4, (5-121)
where the Lagrangian is what we just derived
1
L= (Dug)(D"¢) = m* Ay AV — ZF"Fy, (5.122)

= (0,0 +ieA,p) (0" " —ieAld*) — m?¢p* ¢ — iFﬂ”FW (5.123)

we obtain (which the unconvinced and diligent reader can and should
readily verify by attacking the Lagrangian with derivatives)

B, P = —ic(§*0") — $0"§") + 22 A¥| g (5.124)
= —ie(¢" D' — $D"$") (5.125)
— (5.126)

where the definition of the covariant current J*

JH = ¢*DFe — ¢ D" ¢* (5.127)

is “covariantly motivated” by the definition of J#. Now, because
Ou(0,F*) = 0,0, (0" A” — 0" A*) (5.128)
= 0,0,0" A" —0,,0,0" A" (5.129)
= 0,0,0"A” —0,0,0" A" (5.130)
=0, (5.131)

it must also be true that

o, J" =0, (5.132)

i.e., the covariant current is conserved when the electromagnetic field is
present, NOT the current J*.
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5. We have shown very early in the section that the electromagnetic field
is massless, but it is worth emphasizing this point. If we add the mass
term:

Ly = M?A, A" (5.133)

to the Lagrangian, we no longer get invariance under gauge transforma-
tion. This means that gauge invariance requires the electromagnetic field
- the gauge field - to be massless. This turns out to be very important
particle physics.

6. What does the charge e do in the theory? We can indeed think of e as a
coupling constant, as we have discussed. If we look at the Lagrangian, we
can see clearly that the field ¢ couples to the electromagnetic field with
strength e. So, it seems that the electric charge plays two roles in theory:
(i) measuring the strength with which a particle interacts with electric and
magnetic fields, and (ii) serves as a conserved quantity. These two roles
in fact arise as a consequence of the “gauge principle,” which is also very
important in particle physics.

5.3 Vector Fields and Photons

In this section, we will see how electromagnetism naturally arises from the
previous section where we demand invariance of the action under gauge trans-
formation of the second kind (local rotations). In particular, we will work with
a Lagrangian density that describes the massless and neutral photon, and see
how variations on the action gives rise to the Maxwell’s equations. We will also
confirm that fact that photons must be massless in the theory, by enforcing
conditions on the vector potential A,. The section is more of synopsis of the
methods we have learned so far about variations on the action, gauge transfor-
mations, symmetries, and invariances. The goal of this section is to show the
theory actually works to describe a physical, real, particle. We will be working
with vector field in the formulation the action, but the main principles regarding
variations and gauge-stuff are the same.

Vector fields describe particles of spin 1 such as photons. Unlike real scalar
fields ¢ where there is only one degree of freedom, a vector field is represented
by A, with p = 0,1,2,3, hence having 4 degrees of freedom. Electromagnetism
is a field theory where the relevant field is a vector field, A,,, called the vector
potential.

A, = (Ag, A). (5.134)

The first component of the vector potential, A, is the electrostatic potential V'
where £ = —VV. The other spatial components of A,,, forming A, form the
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vector potential from which the magnetic field and full electric field is derived:
B=VxA (5.135)
E=-VV - — (5.136)
Let us consider the following Lagrangian density:
1
L= FuF" — A, (5.137)
where j# = (p, J ) is a combination of the charge density and current density.
The electromagnetic field strength tensor is given by:
PR =g AY — 07 A¥ (5.138)
0 —-E' —E? -—E3
E! 0 -—-B® B?
- E2 33 O —Bl . (5.139)
E?* —-B? B! 0
With this definition, we can also have an equivalent definition:
F,, =0,A, —0,A,. (5.140)

Recall the cyclic identity (this can be readily verified - we in fact have covered
this in the GR notes):

8)\}7;”/ + 8HFVA + auF/\u =0. (5141)
We can easily show that this identity yields two of four Maxwell’s equations:
- . 0B
VXE=—-—- 5.142
X o (5.142)
V-B=0. (5.143)

The remaining Maxwell equations come from varying the action and minimizing
the action: 05 = 0 with respect to the vector potential A,. Similar to what we
have done before, we want to vary the Lagrangian. Now, the E&M Lagrangian
has two terms. The term involving the vector potential is simple:

6 (j"Au) = j"6A, (5.144)

true for all §A,,, so if the field strength tensor is zero, then j# = 0. The term
involving the field strength tensor is a little more complicated, but certainly
doable:

5 <41F’“’FW) % S[(0MAY — 0" AY) (0, A, — D, A,))] (5.145)

_71 5 (0" AY 9, A, — D, A, D" AY) (5.146)

-1 v v v v
= (D" AT DAy + DAY 0, 6A, — 0,54, P AY — 0, A, O DAY)
(5.147)
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Raising and lowering indices gives

-1 -1
) <4F“”FW) =5 (0" 0AY 0, A, + 0,A,0" 0A" — 0, 6A, 0" A" — 0" A" 0, 6A,,)
(5.148)
=0"0A"0,A, — 0,04, 0" A". (5.149)
We can again integrate by parts on the two terms similar to the following steps
0" 6A* 0, A, = 0"(0,A, 0A") — (0V0,A,)0A" = 0,(0V A" 6A,) — (0V0,A,)0 A"
(5.150)
0, 0A,0"AY = 0,(0"A” 6A,) — 0,(0"AY) 6A, = 0, (0" A” 6A,) — 0,(O"A”) §A,.
(5.151)

and eliminate the total derivative from the action integral. Assuming that the
term with the current density and vector potential is zero, we are eventually
(after lowering /raising the indices correctly, of course) left with the requirement

0u(OMA”)6A, — (0"0,AL)0A! = (OAH — 00" A,) 0A, =0 (5.152)
for all 0A,,, which forces the following identity:
dA* —9vor A, = 0A* — 9,0"AY = 0, (0V A — O*AY) = 0, F* = 0. (5.153)

Now, with the current density and vector potential terms, we get the require-
ment

8, FH = jr. (5.154)

This identity gives the remaining two Maxwell’s equations.

We can look at photons as an example. Photons do not carry a curren-
t/charge, so j#* = 0. Therefore the equation of motion can be derived from
just

9, F" = . (5.155)

Now, we have an interesting problem to think about: We know that photons
can have 2 independent transverse polarizations, i.e. there are 2 massless modes
for photons. However, A" has 4 degrees of freedom, not 2. So why does our
theory require more than 2 degrees of freedom to describe a physical quantity
that only has 2 degrees of freedom? The answer to this is that there are 2
degrees of freedom in A, that don’t matter. The first is the Ay factor - the
electrostatic potential. Why Ay does not matter in describing photons can be
illustrated if we look at the case where = 0:

OAg — 090" A, = 8°9pAg + 87 0; Ag — 0g9° Ag — 0y’ A (5.156)
= 00;Ag — 000 A, (5.157)
=0. (5.158)
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We see that Ay is not a propagating mode, or the ghost mode, or the auxiliary
mode. This is actually a good thing in our theory. In fact, the Lagrangian is
actually chosen such that the time second derivative vanishes.

Now that we have sort of explained why one degree of freedom of A,, does not
matter. What about the other one that shouldn’t matter? The short answer to
this is the keyword gauge symmetry in the theory. If we look back at how the
field strength tensor is defined as the 4-dimensional curl of the vector potential
A

F,, =0,A, —0,A,. (5.159)

As an aside, it makes sense to define the 4-dimensional curl this way, because
the curl of a 2-vector field in two dimensions gives a scalar (a zero-index object),
the curl of a 3-vector field in three dimensions gives a 3-vector field (a one-index
object). So it is reasonable to define the 4-dimensional curl of a 4-vector field
as a tensor (a two-index object). Now, back to our problem. We should also
attempt to gauge transform

A, — A; =A,+0,A(x), (5.160)
then we observe that
F;/w = 0u(A, + 0 A(2)) — 0y (A + A () (5.161)
=0,A, —0,A, (5.162)
=", (5.163)

i.e. there is a way to choose A(x) such that we eliminate one A, mode, leaving
just 4-1-1=2 modes.

The goal of the above gauge transformation is to pick a A(x) to remove an
extra degree of freedom in the theory. Let us suppose that 0*A4, # 0, ie. A,
is NOT divergence-free. We can pick A(z) such that after the transformation,
Ot A}, = 0. Let’s start from the very beginning, repeat what we just done earlier:

A=A, + 0 A. (5.164)
It follows that
A, =0"(A, + d,N) (5.165)
=0"A, + 0”0, A (5.166)
=0"A, +0OA. (5.167)

This suggests that if we pick A(x) such that OA(x) = —9” A, then in this gauge
0"uA! = 0. After that, we can just drop the prime and get 9¥A, = 0. As a
consequence, in this fixed gauge, the equations of motion can be deduced from

04, =0 (5.168)
A, =0
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each of which adds one constraint, reducing the degree of freedom by 1. To
solve for A, we can assume the form of A4,:

A, = e e X (5.169)

where €, is called the polarization vector. Now, let us work with the first
constraint JA = 0. We can verify (below) that this constraint requires K#K,, =
0, i.e. K* is a null vector in flat Minkowskian spacetime, i.e. it is light-like.

0A, =0,0"A, (5.170
=0, (n“”@,,eue_ik'x) (
= 0y e (9,75) (
=0, [eun“”(—iKﬂ) (efik'xﬁyX“)] (
=0p [e#n””(—z’Ku) (eiik.x‘;g” (
= (—iK")0, A, (5.175
— 4(—iK")(~iK,)A, (
= 4(—i)’K,K"A, (
=0if K, K" =0. (
This requirement implies that the vector field A, is massless (K" K,, = 0 rather
than m? like in the scalar field example), which is a good thing, since we are

working with electromagnetism and these mathematical objects ultimately de-
scribe electromagnetic waves - photons.

Next, the other constraint 9¥ A,, = 0 motivates us to choose A such that
OA =-0"A, (5.179)

so that 0¥ A], = 0. However, this isn’t enough information to choose A, because
OA = —9¥ A, alone cannot fix A. We also have to look at the gauge transfor-
mation of A, and make sure that the auxiliary part Ao vanishes, then we have
enough information to pick A. Let us start with the form of A,:

A, = e x, (5.180)
We know that [JA, = 0, so if we pick
A = e kX (5.181)

then we are guaranteed A = 0 = 9¥A,. So that is quite nice. But what is A7
We can only set A if we fix the value of Ag. It makes sense to set Ay = 0 so that
it vanishes. With this, we can perform a gauge transformation on Ay, set it to
zero, and find A:

— e T X(¢g —iAKy) =0 (5.183)
A= -0 (5.184)

iKy
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So, if we pick

€ .
A= —etkx 1
e (5.185)

then Ay = 0 implies
A, =0Ag+V- A=V -A=0. (5.186)

So, it turns out that we can simply complete gauge fixing by setting two addi-
tional constraints on A,:

A =
Ao =0 (5.187)
V-A=0,

i.e., we require that the vector potential A, be divergence-free and to have a
vanishing auxiliary mode. With this, we can the degree of freedom of A,, from 4
from 2, making it a physical description. We shall show that can be done now.
If we revisit the polarization vector

€ = (60a61762763) (5188)

and require that Ag = 0, then obviously ¢y = 0. But since we also require
V-A =0, we have

V-A=0;A (5.189)
= 0; (le™™X) (5.190)
oc AM(—iK;) (5.191)
= (5.192)

So, k-A= 0, i.e., they are orthogonal vectors. Now, consider a photon traveling
in the z-direction. Because K, k* = 0, we have

K" = (K,0,0, K). (5.193)

Because k- A « k - €, it follows that Ke> = 0, i.e., there is no longitudinal
component in the polarization vector. Therefore,

€, = (0,€1,€2,0). (5.194)
So, the vector potential A, has the form
A, =X = | [ emiex, (5.195)

€2
0
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We can construct the independent modes of propagation as

(1) T

=(0,1,0,0

o (© ) (5.196)
€ = (0507170)Ta

which give two physical transverse modes of the vector potential

1 —ik-x 1) —ik-x
{AL):(O’LO’O)TQ T (5.197)

AIELQ) — (0, 0’ 17 O)Tefik-x _ 6L2)67ik~x’
All is good, but we might wonder why photons are massless. The answer
depends on who we ask, but mathematically, it is the gauge symmetry require-

ment that “makes” photons massless. Suppose that the Lagrangian is of the
form

1 1
L= —ZFWF‘“’ + imQAHA“, (5.198)

which suggests that the field is massive (hence the mass term m). Under gauge
transformation,

Ay = Ay + A, (5.199)

we have

Fuw = Fru (5.200)
A AP = (A, + 0,A) (AP + OFA) /> A, A

So, the Lagrangian is no longer gauge-invariant. Therefore we claim that mas-
sive fields do not have gauge symmetry, i.e., we cannot have the mass term if
we require mass invariance:

Massless field <= Gauge invariance. (5.201)

This also hints to us that mass comes from some mechanism that breaks gauge
symmetry, which we will explore later on.
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Part 6

Symmetries and
Conservation Laws in Field
Theory

6.1 Hamiltonian formalism (primer)

6.2 Overview of Noether’s Theorem: A Conse-
quence of Variational Principle
So far, we have seen quite a lot of miraculous coincidences, such as the fact that
the Lagrangian somehow gives the Klein-Gordon equation and so on. We have
also made a leap of faith from our traditional point-like description of particles
" to field-like descriptions ¢ and somehow the physics hasn’t changed, i.e. we
recognize that if the action is unchanged by a re-parameterization of z* and ¢,
then there exist one or more conserved quantities. This is the idea of Noether’s

theorem. In this subsection we will get an overview of Noether’s theorem and
apply it to illustrate conservation rules.

Let us go back and redefine the Lagrangian such that it also depends on z*
- so that we take into account the interaction of ¢ with the space z*:

L=L(),0.0,x"). (6.1)

Next, recall our earlier definition of the variation:
¢'(z) = ¢(z) + 6¢(x). (6.2)
This definition merely compares ¢’ and ¢ at the same location in spacetime. To

51
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get the full, total variation, we define:

A¢ = ¢'(a') — d(x) (6.3)
= [¢/(2") = ¢(2")] + [8(z) — ()] (6.4)
~ 60+ (0,0)52". (6.5)

So, the variation is now

55 = [ 200,00 d's' - [ £06.0,0,0") % (6.6)

= /ﬁ(qb’,am’,x’ﬂ).] (i) d%—/c(qb, Out, ) d'm, (6.7)

where J(z'/x) denotes the Jacobian - or the scaling factor:

5 (2) e (20) cae (B

So, the variation becomes

59 = / SL+ L0, (62" d*x (6.9)
where
oL = g—g&b + 8(‘2;5)5(6”@ + %W. (6.10)
Now, because 6§(9,¢) = 8,(3¢), the action variation becomes
58 = / :gd}(w + (%;ib) 0,(09) + ﬁéazﬂ + E@N((Sx“)] d*z (6.11)
_ / :gg(w + a(gqu) . (56) + (‘%w ) (W))] iz (6.12)
= / :gg&ﬂ 8((?9;5)8#(6@ +aﬂ(£5:¢“)] dz. (6.13)

Next, let us rewrite the second term in terms of the reverse-product rule:
oL oL oL
0,(6¢) =0 op ) —0 1 6.14
70,709 =0 (55.57%%) = (53,700 619

Assume that we are integrating over some region R in spacetime, the action
variation becomes

58 = / [ag(swa <a£j¢)5¢> — 9, (8(?9545)> 5¢>+5‘u(£§x“)] dia
(6.15)

=3 (ama) | -2 | (aagee) + o] e

(6.16)
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Gauss’ theorem says that integration over a divergence (recall that J,, denotes
divergence) of a field over a region is equal to the integration of that field over
the boundary of that region, so

5= [ 9955~ (agm) | 7+ L lagge + 0] dow
(6.17)

At this point, there are two routes to take. (1) If we restrict the variation to
zero at the boundaries, we will end up with the Euler-Lagrange equations, which
comes from setting the integrand of the first integral to zero:

oL oL
% % (39) = o1

(2) The other route we can take is not requiring the variation to be zero at the
boundary. Doing a small “add and subtract” trick to the second integrand:

oL 0 oL
1) LozH = 1) 0,0)0x"| + LOoxH — 0,00x” (6.19
50,00 T (i) 00 T eI L0 g Gy oveos (019

oL oL
= ) 0,0)0z"| — | =—=——=0,¢ — Lo} | dz”.
R R e K !
(6.20)
Recall that the total variation is defined as

Ap = dp+ (0, p)0zH. (6.21)

We define the second bracketed term as the energy-momentum tensor (we will
justify this later):

oL
9(0u9)

So, once again, the action variation becomes:

5= [0~ (a)| 7+ [ Loy o] o

" = Oy — LOM. (6.22)

(6.23)

Let the infinitesimal transformations be
A¢p = D,6w” (6.24)
Azt = XPow” = dat, (6.25)

where ®# is a matrix and @, is just a row vector. By requiring that §S = 0 and
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requiring that the Euler-Lagrange equation hold true, we get

oL
Ao — 062" | do, =0 6.26
L a7~ 000 o (6:20)
/ {aﬁ@ ow” — 0"X”5w”} do, =0 (6.27)
or L0(0,0) " v g '
oL
®, - 08X | dw” do, = 0. 6.28
fl0 i oo, (025
Let us define
oL
Jt = —+=®, — 0L X" 6.29
5(0,0) z (0:29)
Now, because
/ JPow" do,, =0 (6.30)
OR
must hold for any arbitrary dw”, we require
/ Jldo, =0. (6.31)
AR
Now, recall Gauss’ theorem one more time:
/ Jt doy, :/ Ot dta. (6.32)
AR R
This means J}' is divergence-free, i.e. J! is a conserved quantity:
ouJl =0. (6.33)

We can think of J# as current, whose existence is invariant under the given
transformations. We can also calculate another conversed quantity called the
“charge”

Q. = / Jl do’;r (634)
Let’s look at p = 0, i.e. assuming ¢ is constant:
Q. :/ T dz. (6.35)
1%
Now, revisit Gauss’ theorem:
/ o0 dPx + / 0l d*x =0 (6.36)
1% 1%
/ 0Jd*r +0=0 (6.37)
\%
d dQ,
— [ = @ _y (6.38)

at Jy dt
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So charge is conserved over time. This is the essence of Noether’s theorem.

Finally, let us justify the definition of §# as the energy-momentum tensor.
We require that the laws of physics remain the same translationally, and the
same in all time. So, let see what we get if we make the transformations

XH =6 (6.39)

¢, =0. (6.40)

Now recall the definition of J¥, then apply the transformations to the definition:
oL

Jb = —+0, - 0L X] 6.41

5(9,9) - (641

= —0y6, (6.42)

= —6. (6.43)

And so the conservation law, by taking p = 0, is
/90 d*x —P,, =0. (6.44)

Let us calculate the first component Py from the definition of ¥, to show (partly)
that P, is the 4-momentum:

no= [ e [ {50} (04
:/{(%q's_ﬁ} &z (6.46)

The right-hand side the energy of the field. Next, we can show

/ 00 d3x (6.47)

is the momentum from the fact that d¢/¢a* is a 4-vector under Lorentz trans-
formations.

Now, if we had assumed that the Lagrangian hadn’t involved z*, then we
would have ended at the Euler-Lagrange equation, i.e. the system does not
exchange energy and momentum with the outside. We condense that with the
following proposition:

Proposition 6.2.1. Conservation of energy and momentum holds for a system
whose Lagrangian does not depend of z*.

Now, let us look at the relationship between the energy-momentum tensor
0% and the z*-independent Lagrangian, which can be given by

2
£= 30" (0u0)(0,0) — "7, (6.45)
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So 6 can be written as (some of the derivations can be found in the previous
subsection):

o = gl (6.49)
_ v a‘C Y
=9 (a(am) N 6;£> (6.50)
= g™ (9" (0r9) — 05 L) (6.51)
= g™ (0"p Org — 0K L) (6.52)
= (0"9)(0"¢) — g"' L. (6.53)

We observe that p and v are exchangeable, hence 0#" is symmetric. So, for a
scalar field ¢ whose Lagrangian does not exchange energy and momentum with
the external, then the energy-momentum tensor 6#" is symmetric. However,
in general 0" is not symmetric, in general, by definition. But, we can define
the canonical energy-momentum tensor as

TH = 0 + Oy fA (6.54)

such that 9,7*" = 0 and T"" is symmetric. We will not go into detail about
this, but the idea is similar to the three-dimensional case in vector calculus
where the curl of a vector field is the same as the curl of that same vector field
added to a gradient of some other scalar field. By adding the f term, what we
wish to accomplish is have T be both divergence-free and symmetric. Now, why
do we want the energy-momentum tensor to be symmetric? One of the reasons
for this is that in general relativity, Einstein’s field equation requires that the
energy-momentum stress tensor be symmetric, because the Ricci tensor Ry,
and the metric tensor g,, are both symmetric.

6.3 Noether’s Theorem on Symmetries and Con-
servation Laws

Informally, Noether’s theorem states that every differentiable symmetry of the
action of a physical system has a corresponding conservation law. In this sub-

section we will look at slightly different derivation of Noether’s (first) theorem.

Consider a general action:

s:/wc@%m@wu» (6.55)
Q
Next, consider infinitesimal spacetime and a transformation:

Xt X' = XP 4 oX"
4 (2) = (') = 0 (2) + 067 (). (6.56)
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Then
55 = //d4x’£ (6@, 80 (") f/Qd‘lscL (¢* (@), 0,0 (). (6.57)
Now we re-label ' — z, since it is just a dummy variable in the integral:
5S = / d'r (¢’A(a;),a;¢’f‘(z)) - /Q 4z £ (¢ (z), 0,6™ (x))
= [t 2 (640004 @) ~ £ (6" @). 0,0 @)

+/ d%ﬁ(qs’f‘(x),am%(x)). (6.58)
'—Q
Note that
/ d'z = / dSy o0X*. (6.59)
'—Q 1]
So,
/ d%ﬁ((p’ (x), 9,0 A / S\ X L (¢ 0, ) (6.60)
—Q
where to leading order terms:
OXVL (64, 0,0™) = 6X L (6%,0,0%) (6.61)
By Gauss’ law,
/ dS\6X L (¢, 0,07 = / d*z Oy [6X L (¢*,0,.0™)] (6.62)
60 Q

where 0,, denotes the divergence.

So we have, for the last term of 6.5,

4 "A "A _ 4 m )
//_Qd 2 £ (6 (2). 0,6 A (2) —/Qd 9, [6X" L] (6.63)
Next, to simplify the £ — £ term, we define:
of(z) = f'(z) — f(=)
=[f(a) = ( )= 1f'(@") = f(2)]
=0f(x) — Ouf(z)o X", (6.64)

where f’ denotes a “new” f rather than the derivative of f and

0f(x) = f'(a') = f(2) (6.65)
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and

f'(a")

[ (z+dz)
fl(@) + 0X"0, f' (x)
f(x) +6X"0,f(x). (6.66)

%

Then we have
£(6.0,0(@)) = £ (6" (). 6" ()
= L(¢%(@) +00%(2), 06" + 80,6") = L (6% (), 0w (2)) . (6.67)
Since 6 and 9, commute, we have
£ (60,0 (@)) = £ (6" (). 6" ()
L (¢* (@) + 66" (2), 0,0" + 8,69") — L (97 (), 06" (2))

N A Ay, 9L < Ay 5£ SLAY A A

(oL AL N\ .. oL - . ocC B

= (w 8“8@@/*))“ *(ma(aw)w *aw/ﬂw)
(9L, AL N\ R

- (w 8"8@&))“ *8“<a<au¢f*>5¢ ) (6.68)

where the last equality comes from doing reverse product rule.

Putting everything together,

55 = /d4 0,5 P V00t 40, (50t ) + 0, (0XE)
¢ (0.9%) (0,0

4 8£ 6[, <A 4 B,C -
/ T (3(;5‘4 6“8(@@5!“)) o9 +/Qd Oy [W5¢ +£5X“} .
(6.69)

Now, use d¢p* = 5 — 8M¢A5X“, then
oL - 4
dadi XH
O gme’ + £

_ oL A oL B )
= O b(ﬁm“‘)&b 8(3M¢A)(8V¢ )(6X )+£5X”}

=0 LAW‘ — 0, MA et — L) 65X, | . (6.70)
9(9u0%) 9(0u0?)

Let us call

oL
9(0u0%)

w

gt — L (6.71)
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the energy-momentum stress tensor. Then the variation in the action
becomes

59 = / d*z ( 0L 5 O >> S +/ d*zd, <&C5¢A T’“’JXV) .
Q Q

dpA "0(0,04 (0, 01)
(6.72)
Let us define the 4-current
oL
Jh = 5t — T X, 6.73
Then we get
oL oL -
5S:/d4x< . )(5A+/d4x8 J" 6.74
Q R eI ¢ Q g (6.74)
where 0, J" is the divergence of J.
If we require the action be invariant under transformations such as
¢ — ¢ + 5¢” (6.75)
and/or
Xt — XF 4 oXH (6.76)

then 6S = 0. And if ¢ is on shell and obeys the equations of motion, then
the integrand in the first term of the action is also zero (this is just the Euler-
Lagrange equation)
oL oL
-0 =0. 6.77
04 *0(0,91) (6.77)

These together give a conserved current, i.e. the four-current is divergence free:

o

This is a major stepping stone towards the result of Noether’s first theorem:

Theorem 6.3.1. When a theory has a symmetry and the equations of motion
hold, there exists a conserved quantity.

So what is this conserved quantity in the theory we are working with? Con-
sider d,J" = 0, then

/d%auﬂ =0
/d% (80J° 4+ 0;07) =0

d ,
%/deJo—i-/dgxajJ] =0

d -
g dx JO+/d3xV-J: 0. (6.79)
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Let J* = (p, f), where p is the charge density, then

% d?’xp—l-/d?’xV-j:O

aQ . J— _
ot AT =0, (6.80)

where we have used Gauss’ law on the second term. Now, since we want J—0
on the boundary for the field to be physical, the second term on the left hand
side is just going to be zero. This implies that

aQ
=0 (6.81)

We have the conservation of charge.

In the following subsubsection, we shall consider a few illuminating examples
to see how for every symmetry, we can obtain a conserved quantity, as Noether’s
theorem says.

6.3.1 Space-time translations

The action constructed from relativistic fields is invariant under Lorentz trans-
formations as well as translations of the coordinates. Consider the translation
transformation:

at — at +at, (6.82)

where a* is constant. Since the fields don’t change at any point, we require that

5 = 0. (6.83)
Since we have shown
OuJ" =0 (6.84)
has to hold, the definition
JH = 86(2214)5& — T §x,, (6.85)
gives
0,T"" = 0. (6.86)
This gives

d .
P = %/d% T% = /d% DT = —/d% o, T =0, (6.87)
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i.e., we get a conservation law since we require T to vanish at x — oo:

PH = / d®x T (6.88)

which is nothing but the conservation of the 4-momentum of the field.

6.3.2 Lorentz transformations
Consider the infinitesimal Lorentz transformations:
ot =t 4w, (6.89)

where w*” is independent of z#. To keep z#x, invariant, we require that w"”
antisymmetric, i.e.,

Wt = —wH, (6.90)

To express the field variation d¢* under this infinitesimal transformation, we
have to use the spin matrix:

»e, (6.91)
defined as
INSERT DEFINITION HERE. (6.92)

THIS PART IS MISSING...

6.3.3 Internal symmetries

Internal symmetries are those which relate different fields at the same space-time
point. EXPLAIN MORE In this case, dx* = 0. Consider th infinitesimal
transformation

o (x) = oM + fMx)oer, T=1,2,...,p, (6.93)

under which the action is invariant, where deltae, are infinitesimal parameters
independent of space-time, and fA(z) are specified functions of the fields ¢ and
their derivatives. The index 7 is not summed over, but rather it indicates the
type of symmetry. There maybe several independent symmetries in a system.
We can treat them separately by defining the conserved current for the r**
symmetry as

oL oA

[a— _
T = 0.7 de

(6.94)

I STILL DON’T FULLY UNDERSTAND THESE CONCEPTS...
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Part 7

Spontaneous Symmetry
Breaking

7.1 Introduction

Spontaneous symmetry breaking is a mechanism where symmetry still holds
dynamically but the solutions break symmetry. In other words, spontaneous
symmetry breaking is a process in which a physical system in a symmetric state
ends up in an asymmetric state. In particular, it can describe systems where the
equations of motion or the Lagrangian obey symmetries, but the lowest-energy
vacuum solutions do not exhibit that same symmetry. When the system goes to
one of those vacuum solutions, the symmetry is broken for perturbations around
that vacuum even though the entire Lagrangian retains that symmetry.

Consider the Lagrangian of a real scalar field ¢:

L= (0,0)0"6) - V(6). (71)

Suppose that the potential V(¢) is invariant under party transformations, i.e.,

V(6) = V(-9), (72)

Then by inspection the Lagrangian is also invariant under parity transforma-
tions:

£ = 5(-0:0)(=0"6) — V(=) (73)
= 2(0u9)(@"9) ~ V(9) (74)
~ L. (7.5)

63
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So symmetry is still preserved. We can consider such a potential V(¢) such that

V() = V(~0)
V(g) = gm’é? + 20" (7.6)

where m? > 0,\ > 0. If we plot V(¢) versus ¢, we see that there is a unique
minimum at ¢ = 0.

2000 |
1200 |
1000 |-

500

=10 -5

Figure 7.1: Plot of potential V(¢ - ¢) with m? > 0. We notice a unique global
minimum.

The ground state, or the state of lowest energy, in field theory is called the
vacuum expectation value, denoted (¢). In our example the state of lowest
energy has zero energy, so

(¢) =0. (7.7)

Now, we look at whether at ¢ = 0 there is still symmetry. To do this, we
once again use variational methods, i.e., we look at small excitations around the
vacuum:

d={(d)+e=0+e=c¢. (7.8)

In which case, the Lagrangian becomes

L= %(aﬂe)(aﬂe) + %mzez +... (7.9)
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where the higher order terms are neglected because we’re only concerned with
infinitesimal variations. Now, by the look of the Lagrangian, we know that the
theory is describing a massive particle in real scalar field. So, we have reasons
to suspect that excitations in a field gives rise to a particle. We will explore this
idea much more deeply as we move on.
Now, let us suppose that
L oo, 1y 4

then the plot of V(¢) versus ¢ becomes Figure 7.2.

o0 |-

-400 -

Figure 7.2: Plot of potential V (¢-¢) with m? < 0. We notice two global minima.

We observe that there are two possible vacuum solutions. So, we might
wonder, well, which one is the vacuum solution? While either one can be a
solution, nature spontaneously picks one. Let us look at what which ¢’s does
V(¢) obtain minimal values:

v

2 3 _
B ¢+ \p* =0, (7.11)

(7.12)

10
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Now suppose that nature picks the positive ¢:

—m2

(@) =\ —— =V (7.13)

Now, we can shift to a field defined with respect to the vacuum expectation
value:

¢ =¢—(8)=0-V. (7.14)
Then
(¢ = 0. (7.15)
In terms of the Lagrangian, the new Lagrangian is

¢l4 /3 9 v?
— - — .1
oty te Tl (7.16)

L= 30u)(@"9") — (—m)

which has no symmetry in terms of ¢’ (parity transformation). We say that the
symmetry is hidden, since we always shift back to get symmetry.

Now, we can look at small excitations about (¢’):
¢ =(d) +e=0te=c (7.17)
Plugging into the Lagrangian, we get
L= 5(0,6)(0") — 5(~2m*)¢, (7.18)
which acts as a massive particle scalar field with mass (note that we are still

assuming —2m? > 0). Again, we see that by breaking symmetry, we get a
massive particle. We shall verify this. Recall the Lagrangian:

1 1 1
L= 5(0,0)(0"9) = 5m?¢* — A", (7.19)
Assume that
—m2
(@) =\ —~— =V (7.20)
Now let
d={(d)+e=V+e, (7.21)

where V is a constant, this gives

Ou¢ = Oe. (7.22)
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Putting everything together, the new V(¢) is

1 1
V= 5m2(v + €)% + AV €)? (7.23)

= %m2(V2 +2Ve + €%) + i)\(v‘* +4V3e + 6V22 +4Ved + €t (7.24)

Keeping the linear terms

1
Vaem?+V)+é (2m2 + ;)/\V2> +... (7.25)
~ V(m? + \V?) 4 (—m?) (7.26)
m2
~ eV <m2 - /\)\> + 2 (—m?). (7.27)
So,
1
V(e) ~ —€*m? = 5(—2m2)62. (7.28)

So the new Lagrangian is verified, as desired. We observe that V() is symmet-
ric around 0.

We observe that under a parity transformation, we still get symmetry. We
call this discrete symmetry, to distinguish from continuous symmetry un-
der smooth/continuous transformation.

Theorem 7.1.1. Goldstone’s Theorem: In a theory with a continuous sym-
metry that is spontaneously broken, then there will be a massless particle, re-
ferred to as Nambu-Goldstone mode.

To illustrate the essence of this theorem, we consider two scalar fields written

as a vector
6= (‘f’1> (7.29)
o2/’ '

with an associated Lagrangian defined as

1
L=500u0) (0"¢) = V(¢ ). (7.30)
This theory has a global O(2) symmetry (continuous):
¢ = R¢ (7.31)

where R is just a rotation matrix, by a (continuous) angle 6:

R <COS6‘ —51119) ' (7.32)

sinf  cos6
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Under R, the dot product is invariant:

¢7 ¢ =(Ro) (Re) =¢'RTRop=0"¢. (7.33)
So it is clear that the Lagrangian is invariant, as expected:
L =L (7.34)

Now, suppose that

V(p-9)= gm6- 6+ [N 9)” (7.35)

If m? > 0, then we can plot the potential V(4): Again, we see that there is a

unique vacuum solution:

(6) = (8) . (7.36)
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But what if m? < 0, we get a similar situation at last time, but now in three
dimensions where we also have a circle of possible ground state. Now, let nature
spontaneously picks a vacuum. We can pick

(6) = (g) . (7.37)

Again, let us look at an excitation about ¢ and shift:

L (VY (e-V
o=o-w=(2)-(0)=(""): (739
For small excitations, we can approximate:
Y Y m _(n
o=t +e=)+ (1) = (3): (739
Note that the shift makes (¢) = 0.

We can express the Lagrangian in terms of these, and find that
1. One field is massless, corresponding to the Nambu-Goldstone mode.

2. The other is massive, corresponding to the Higgs particle.

7.2 Continuous Global Symmetry

Consider two scalar fields ¢; and ¢o, written as

b= (Z;) . (7.40)

And consider the transformation ¢ — R¢ where R is a rotation of angle 6
where 6 does not depend on x. We can look at the Lagrangian:

L= 10,006V (6-0) (7.41)
For m? < 0, then
V(9 6) = ymié + A (7.42)
has minimal value at
($)2 = _;”2 =12 (7.43)

Let’s pick

@=(7) (7.49)
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and do a shift

¢ = (9) (7.45)
so that

@) =) (7.46)

Let us consider excitations around the vacuum:

¢ = (o) + (Z) = (Z) (7.47)

and (again) a shift

$=1(¢)+¢ = (V Zf 77) (7.48)
which gives
¢-¢=V+n)?+¢ (7.49)
and
Oy = B, = (gn) . (7.50)
ne

We can now write the Lagrangian in terms of the excitations, dropping cubic
and higher order terms. First, we find what the new potential looks like:

1 1
V(p-¢) = §m2¢2 + §A¢4 (7.51)
1 1
= om? (V40 + ]+ A [V + ) +¢?)? (7.52)
1 1
= gm’ [V? + 200+’ + ¢+ AV 2vn +¢?)° (7.53)
1 1 f
= 5m2 V2 +2vn+n°+ ] + R [4V3n + 4V2n? 42027 + 2V°n% + ]
(7.54)
1 2 1 3 2 1 2 3 2 2 1 2 )‘ 2
=n|[=m?2V + -\ - 2 - -
n|gm V+4/\V]+n {2m+2/\V +¢ 2m+2V+ +
(7.55)
Recall that we have defined the minimum:
2
2_ M7
V= (7.56)

This gives

V(6% = Vn(m? + A\V?) +n? Bmz - mz] + —n?(m? —m?). (7.57)
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To second order, this becomes

V(¢?) = —m?*np* = %(72m2n2). (7.58)
So, the Lagrangian is
L= 50,00"0 - V(6 -0) (7.59)
1 1
=3 (0 9"¢) (3727) - {2(—2m2772)] +... (7.60)
= % [0,mO"n + 8,C0"¢] — %(—27712)772 4 ... (7.61)

Notice that we started with two scalars ¢ = (¢1 d)g)—r and the wrong sign

m? < 0. But after spontaneous symmetry breaking and a physical vacuum

excitation, we have

1 1
L= 58#&778”77 - 5(_27”2)772

+ %augaﬂg (7.62)

Observe that we a get 1 massive scalar field n with mass —2m? > 0 and a mass-
less scalar . The massive scalar field is what we will ultimately describe as the
Higgs boson, while the massless field describes the Nambu-Goldstone mode.
Let us revisit the Goldstone theorem:

Theorem 7.2.1. Goldstone: For every continuous global symmetry that is
spontaneously broken, there emerges a massless particle.

For example, in electromagnetism, there is a U(1) local gauge symmetry. We
have shown earlier that this gives rise to the massless photon.

There are slight “exceptions” to the rule, though. Some issues might arise
when we try to describe the weak interaction. We would like to describe the
force-carrying particles in the weak interactions as a gauge theory. SU(2) gives
us 3 gauge fields. However, since the weak interaction is too weak and short-
ranged, it was suspected that the weak force is carried by 3 massive vector fields.
But, the problem is that, according to Goldstone’s theorem, we can’t have both
a gauge symmetry and massive terms for the gauge fields.

Remark 7.2.1. Any interacting massless particle is detectable because it’s got
a long-range interaction. This implies that particles in Nambu-Goldstone modes
are detectable.

7.3 An O(2) example

So far, we have looked at spontaneous symmetry breaking of of a global gauge
theory. Now, we will look at spontaneous symmetry breaking of a local gauge
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theory. This subsection is essentially about Higgs and others found a mecha-
nism where the massless Nambu-Goldstone modes get “eaten” and the gauge
fields acquire mass.

Consider a local O(2) transformation and consider (once again) 2 real scalar

fields ¢1, ¢, written as a vector.
P1
= ) 7.63
¢ ( b (7.63)

The transformation is essentially a rotation, we shall call R. For the sake of
simplicity, we can take R as a 2x2 matrix. So, the transformation has the form:

= Ry = (k) ) (8) 1y

sina(x)  cosa(x)

where the angle of rotation o depends on the coordinates (hence local). Also
note that since the determinant of R is 1, this transformation can also be clas-
sified as a special orthogonal transformation, belonging to SO(2), an abelian

group.

To greatly simplify our notation, we can write the transformation ¢ — ¢’ as

R=¢e@T (7.65)

where T is a 2 X 2 generator. For this particular transformation, T" is Hermitian
0 i

T= (—i 0) . (7.66)

It might be useful later to observe that

T2 =T (7.67)
T"=-T (7.68)
TH=T. (7.69)

For small a(x), the transformation reduces into a much simpler form:

R=~TI+ia(z)T (7.70)

1 0 . 0 =1 1-«a
= (0 1) +ia(z) (—i 0) = < ol ) (7.71)
Let us return to our original Lagrangian:
1
L=350u0-0"6=V(¢-9). (7.72)

Let ¢ — ¢' = R(x)¢, we get
O = au¢l = RO.$ + (0, R)9. (7.73)
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Notice that there is no local symmetry here, which means we ought to fix this
by changing the derivative (as before), i.e., we need to define a gauge-covariant
derivative:

D, =, +igA, (7.74)

where ¢ is a coupling constant and A, T'A, is some (matrix) function (note
that we are still working with matrices here). Formally, in order for D, to act
on ¢, it has to be a 2x2 matrix. So formally,

D,, = 10, + TigA, | (7.75)

where [ is the identity matrix, and T is the generator. Now, to obtain gauge
invariance, we want D,¢ — D) ¢’ = RD,¢ so that

D,¢-D"¢ — (RD,¢)" (RD"$) = (D,¢) R R(D"¢) (7.76)
= (Du¢)" (D"¢) (7.77)
= (D.¢) - (D"¢). (7.78)

The question is: how must A, transform in order for this to hold? Recall what
we have done in the previous sections when we required that A,, transforms as

Al = Ay + 9,0 (7.79)

in order to get gauge invariance in electromagnetism. To find how A, has to
transform here, we follow sort of a similar path, while keeping in mind that A,
is actually a matrix. To do this, we first look at

D!,¢' = (8, +iqA,)R¢ (7.80)
= R9,¢ + (9,R)¢ + iq A, R¢. (7.81)

Since we require invariance, we set

D,¢' = RD,¢, (7.82)

i.e., we set
ROu¢ + (0,R)d +iqA, Rp = R(0,iqA,)¢ (7.83)

which says
RO,¢ + (0.R)9 + iinLRQS = RO, ¢RiqA,¢, (7.84)

which is satisfied if

igA! R$ = igRA, — (9, R)¢. (7.85)
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So,
ig ., 1
ZAR=RA, — — .
i 'R =RA, Z,g@HR (7.86)
_ 0 _
AL, RR™' = RA,R™" + ;(BHR)R L (7.87)
But since R"!R = RR™! =1,
0 _
Al = RA,R™ + ;(@LR)R ! (7.88)

This is the transformation rule for A, under a local O(2) gauge transformation.

Let us consider a quick educated example. With

R — cia(@)T (7.89)
Rl = e—ioz(w)T7 (7.90)

we get
A, = Al = RA,R™ + ;((%R)R_l (7.91)
= @ g mia()T 4 ; (i(8,0)TR) R™". (7.92)

Recall that A, is a matrix. So, actually A, is written as

A, =A,T. (7.93)
So, we actually have
AT = A, Te @ Tl _ ;(8#04(30))T. (7.94)
So, the function A4, must obey
A=A, — %(aua). (7.95)

Looks familiar? You're right, because we have seen this before in studying the
Maxwell’s equations. If we define

Az) = -2 (7.96)

then we get the familiar transformation rule for A,:

Al = A, + 9 \). (7.97)
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Note that, as a bonus we also get
F,, =0,A, —0,A,, (7.98)
which implies an anti-symmetry in the electromagnetic field strength tensor
Fyuw = —Fo, (7.99)

which carries a gauge invariance. Now that we know the transformation rule
for A, and have defined F),, in such a way that it is gauge invariant, we can
add it to the Lagrangian to make the theory (local O(2) gauge theory, that is)
dynamical. The complete Lagrangian for this theory is then

L= 5(Dud) - (D*6) ~ V(6 6) — 1" Fy. (7.100)

But note that this is only true for the simple case of a O(2) transformation.
To find how A, transforms in general, we have to use the general, boxed equation
that involves R and R~!.

7.4 Introduction to the Higgs Mechanism

To summarize what we have been doing so far, consider (once again) the poten-
tial

V(6 6) = gm*é? + INo-9)" (7.101)

If m? > 0, then there is spontaneous symmetry breaking, i.e. we get massless
A, with 2 modes of motion (we have shown this in the worked problems) and
2 massive scalar fields ¢; and ¢, i.e., two Nambu-Goldston modes and two
massive modes.

On the other hand, if m? < 0, we get spontaneous symmetry breaking, and
Goldstone theorem says that for a global symmetry, we get one massive Higgs
scalar and one massless Nambu-Goldstone mode, totaling two rather than 4.
(Note that this is not true for local symmetry)

Motivated by our recent example, now we will show how spontaneous symme-
try breaking in O(2) can give rise to the Higgs mechanism. We will show that
in this symmetry breaking process, the Nambu-Goldstone mode gets “eaten”
(this is actually a technical term) and A4, — AL, which is massive. Ultimately,
we will show that we are left with a massive A:L with three modes and a mas-
sive Higgs scalar without any Nambu-Goldstone modes, totaling (once again) 4
modes.

Recall the Lagrangian of the form

L= 5(Dud) - (D*6) ~ V(0 6) — 1" Fy. (7.102)
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with

-
|

(:‘2) (7.103)

D¢ = (8,1 —igTA,). (7.104)

and

We recall that this has an O(2) invariance with

{ 0= ¢ =R¢ (7.105)

Ay = Ap=RAR + L9 R)R™.

To see how the Higgs mechanism comes about, we shall consider an illustrating
example in O(2) with a re-parameterization of ¢. We shall write

_ (0
¢p=R'¢=R" <V+8> (7.106)

and let

o= % (7.107)

where these terms are defined in the previous subsection. With this, we get

R =eoT » <1a ‘f) = (cl/v C/lv) . (7.108)

This gives us a new expression for ¢:

o=R"'¢/ = (gl/v </1V> (vis) ~ (Vi(s) : (7.109)

This is in fact the expression we obtained earlier in the previous subsection,
where £ denotes a small excitation. This re-parameterization is called the “Uni-
tary Gauge.”

Now, let us put this new ¢ into the Lagrangian:

L= SD(R™¢) DR~ V(R R7) — (R ™. (1110)

Since this is gauge invariant, we can perform a gauge transformation:

(7.111)

¢~ Rop=RoR ¢/ =¢
A — AL,



7.4. INTRODUCTION TO THE HIGGS MECHANISM 7

which gives

1 / ’ 1 !’ v
L=5Du¢ DV = V(¢ ) = [ F, FH. (7.112)
Now, we note that

¢ ¢ =(V+E)?, (7.113)

s0, keeping only the quadratic terms

1 1
V(g -¢) = 5m2(V+5)2 - 1A(V+€)4 (7.114)
1

= E(M?V + \V3) + &2 <2m2 + gw? +> (7.115)

But because

? = 11
v P (7.116)
V(¢ - ¢') simplifies to
; 1
V(¢ -¢') = E(=AV3 +AV3) + £2 <2m2 - %mQ +.. > (7.117)
~ —E*m® (7.118)
1
= S (—2m?)E. (7.119)
We also need to look at how D,, changes:
DL = (10, + igTA;A) (7.120)
_(Ou O (0 dN
= (0 8”) +19 <—z’ 0) A, (7.121)
_( O —igA;L
= (z’gA;L d, . (7.122)
So,
b Ou —igAiL 0
D,¢ = <z‘gA; d, Vig (7.123)
_ (gAY +E)
= < 0.6 . (7.124)
Therefore,
T ’
vy (94 +E) —gAr(V+E)
D, ¢ -D"¢ < 0, e (7.125)

= PAL ATV +E)? + 9,80"€. (7.126)
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Thus the Lagrangian becomes:

1 1 1 /
- = B Z(—oam2\E2 — ZF! M 12
L 23M8 2( m*)E 1 Ew (7.127)
92V2 I A 92 2 I A
+ 5 AMA +?(25V—i—5 )AHA + ... (7.128)

What does this theory describe? We shall break this down term-by-term:

1. The two terms:

1 1

~0,0" — =(—2m?)&? (7.129)
2 2

which has —m? > 0 describe a massive scalar, spin 0 particle. This parti-

cle is called the Higgs boson.

2. The next two terms:

1 / m
_EFLWFH +

21,2
J ; ALAm (7.130)

describe a massive vector gauge field (recall what we have derived in the
electromagnetism section)

3. And the last (significant) term:
9 /
?(251/ + &AL A (7.131)

is the interaction between £ and AL.

Now, notice that we do not have a massless Nambu-Goldstone mode (the
¢ term is long gone). We say that this mode has got “eaten”, resulting in A,
becoming a massive AL. We can also count the degrees of freedom again to
see what have changed. Recall that before spontaneous symmetry breaking,
we have 2 modes for the massless vector field A, (the photon) and 2 massive

modes for ¢ = (¢4 ¢2)T. So we had 4 in total. After spontaneous symmetry
breaking, we have 1 degree of freedom for the massive scalar field £, and 3 for
the massive gauge field A;L (we will show why there are 3 degrees of freedom in
the Worked Problems section). So, we also end up with 4 degrees of freedom,
except without a massless mode.

Note that since O(2) is U(1) are very similar, we will not work out the details
of spontaneous symmetry breaking of U(1) gauge theory here. This will serve
as an exercise that will be covered in its entirety (theory derived from scratch)
in the Worked Problems section.



Part 8

Gravitation and Lagrangian
Formulation of General
Relativity

8.1 Review of General Relativity & Curved Space-
time

8.1.1 General Relativity

Taking the speed of light, ¢, to be 1, the Einstein equation for general relativity
is

1
R/LV - §Rgul/ = 87TG1—?U.1/' (81)

Sometimes, it is more useful to write the Einstein’s equation as

1
R, =87G (T,“, - 2Tg,“,> . (8.2)

In vacuum, where all components of the energy-momentum stress tensor are
zero, the Einstein’s equation becomes

Ry, = 0. (8.3)

8.1.2 Curved Spacetime

Perhaps the most important change as we go from flat to general curved space-
time is the notion of the “derivative.” In introduction to general relativity, we
have introduced the covariant derivative and absolute derivative. We shall
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revisit the covariant derivative, as it will be important in the derivation of La-
grangian formulation of gravitation. The covariant derivative has the form - or
forms, should I say:

D,w, = 0,w, — F;\“,w,\ (8.4)
D’ = 9" +T¥, 0t

Note the sign difference in the definitions. The covariant derivative is defined
differently for covariant and contravariant vectors. In fact, this follows if we
define the covariant derivative for one kind of vectors. Strictly speaking, some
of theses properties are required for the definition of the covariant derivative to
make sense and work.

1. Linearity: D(U +V) = D(U) + D(V)
2. Product rule: D(U® V) =D(U)® D(V)
3. Commutes with contractions: Dll«(T)\)\p) = (DT)H)\AP

Next, recall the definition of the Christoffel symbol:

1
F;);V = §g>\p (Ougpv + 0uGup — OpGuw) - (8.6)

Now, consider a contravariant vector V*#, we can define the divergence in
curved spacetime based on the flat 3-space definition

divV = 9,V (8.7)
by “contracting” an index and adding the Christoffel symbols:
D,V =9, V*+Th V. (8.8)
Next, invoking the definition of the Christoffel symbols, we can compute
1
FZA = igup(aﬂgpk + Ongpu — Opgur) (8.9)

=a (8.10)

8.2 Lagrangian Formulation

8.3 Overview

The action is

S = /ﬂ((l)i,DHCDi)d”:c. (8.11)
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L is a density.
L=+/—gL (8.12)
where £ is a scalar and

g = det(gi;) (8.13)

is the determinant of the metric tensor. The associated Euler-Lagrange equation

1S
oL oL

Recall Stokes’ theorem:
/ V.V gl d" e = / n, Vi), d" e (8.15)
by %

Setting the variation equal to zero at the boundary and integrate by parts give

/A“(DMB)\/—Q d"z = —/(DHA”)B\/—Q d"z + boundary terms. (8.16)

5= [ |3 )00 - Vo) vaa san
The equation of motion:
av
O¢ — @ =0. (8.18)

The covariant d’Alembertian now becomes
O=D"D, =g¢"'D,D,. (8.19)

The Hilbert action

Sk :/\/ng%. (8.20)

8.3.1 Introduction to the Lagrangian Formulation of Gen-
eral Relativity

Recall that the action in flat spacetime has the form:
S = /Ld%. (8.21)

This is due to the fact that the metric is just 7,, = diag(1,—1,—1,—1). But
in curved spacetime, however, the metric is g,, 7# 7u.. In some sense we can



82PART 8. GRAVITATION AND LAGRANGIAN FORMULATION OF GENERAL RELATIVITY

find how the form of the action changes as we move from flat to general curved
spacetime. Consider the transformation x# — z* | then dz* — X}/ dx¥. The
Jacobian matrix for this transformation is

[X;"} - [Wﬂ] (8.22)

oxv
and
G = XS X0 gap. (8.23)
So the “volume” element becomes:
H,
dz — dia = % di. (8.24)

Since we want our volume element to be invariant, we have to compensate with
a factor of

g = det(guw) = |guv|. (8.25)
But we are not quite there yet. Notice that the metric tensor has the form
+
[G] = ; (8.26)

which means det(g,,) < 0. So, we use —g > 0. From Eq. (8.25), we get that

2

ox

So,
ox' |2
=== 8.28
9=\5; 9 (8.28)
which means
o' | !
—g == — 8.29
9=151 V=9 (8.29)
since —g, —g’ > 0. Therefore,
ox' || 9’
d*ey/—g = d*s’ a—z B—Z Vg =d*a'\/—g'. (8.30)

We have
d*zy/—g = d*a'\/—¢g' (8.31)
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as desired. Now, just for sanity check, we can return to flat spacetime where
9y = G = M = diag(1l,—1,~1,-1). Then, —g = 1 hence \/—g = 1, which
says dix\/—g = d*z = d*2’ = d*2’\/—g'. So, for curved spaces the action is
given by

S:/d‘lx\/?gﬁ (8.32)

For pure gravity (no matter), the action is called the Einstein-Hilbert
action

1
S:/d“x\/fgml% (8.33)

where R is the Ricci scalar, defined by a contraction

R = R“M = R"”W =g"" Ry, (8.34)
where R, is defined in terms of other contractions
Ry = R0 = 0V Ry (8.35)
We also recall that
R?,,, =00, —d,I0, +T0 ), —T0,T, (8.36)

where the Christoffel symbols are defined in terms of the metric tensor:

1
Loy = 59" (Ouvo + 0oy — Oogu) - (8.37)

8.3.2 Variation on the metric tensor, without matter: 7, =
0

To find the physical laws or the equations of motion, we need to vary the action
with respect to g, and g"” since it is written in terms of the metric (the field
of interest is the metric). To start, we must pick g, or g"” as the fundamental
field. The choice shouldn’t matter, but for certain conveniences, we shall pick
gH¥ as the fundamental field.

Now, g, (the metric tensor) and g"” (its inverse) obey

guygua = 6Z7 (838)
which is covariantly constant. So,

(69"")9vo + 9" (8910) = 0, (8.39)

(69" )gvo = —9"" (6guo) (8.40)



84PART 8. GRAVITATION AND LAGRANGIAN FORMULATION OF GENERAL RELATIVITY

Multiplying with ¢g?” we get

(09"")9v09"" = —9" 97 (3gu0) (8.41)
(69")6, = —g"" 9" (0gvo) (8.42)
ie.,
69" = —g""9" gy (8.43)
We an rewrite this as
594 = —g"° 6" Sgap. (8.44)
Likewise,
89w = —Gnagvpdg™’. (8.45)
Now, consider
V=9L ~+/—=gR=/—g9" Ry, (8.46)
We have,
0(vV=9L) ~ 6(vV—gR)
=0 [V=99"" Ry ]

= (55/=9)9" Ry + V=9(00"" ) Ry + (V=9)g" (3Ry).  (847)

First, we want to find §,/—g in terms of dg"”. We already know that g =
det(gu.), so we use the following identity for matrices

In(det(M)) = Tr(In(M)), (8.48)
which can be a fun exercise to verify. Varying this identity, we get
dIn(det(M)) = 6 Tr(In(M)), (8.49)

ie.,

medet(M) = Tr(5In(M)) = Tr(M~'6M). (8.50)

If we let M = [g,,,] and M ~! = [g"] then we have
In(g) = Tr(Infg,])- (8.51)

Varying with respect to the metric, we get

é(ég) = Tr(g" 09 )- (8.52)
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But since ¢"dg,,, is just a number, Tr(¢""0g,,) = g9, Hence,

169 = 99" 39, = —99,09" | (8.53)

Then

5V=g = b(—g)!V?
1

= 5(=9)723(~g)

———4yg
2 /-y
-1 1

= (- n
2 \/jg( 99,09
-1

= 5 V=99u09" (8.54)

ie.,

—1 1
0V=9=—5V —99,,09"" = 3V —99"" 69 (8.55)

Now, what about R = §R,,,,? Recall that

(V=gR) = (0V=9)(¢"" Rpw) +V=9(69" )Ry + (v/=9)9"" (0 R)
= (5\/TQ)R + \/jg(aglw)Ruv + (\/TQ)Q#U(CSR;W)

- ;Jjgguu(ég””)R +V=9(89"") Ry + (vV=9)g"" (6 Ryu)) (8.56)

Since we have found §,/—g in terms of §g"”,

1
o(vV—gR)=v—yg (RW - 2gwR> 59" 4+ /—=gg"" SRy, (8.57)
We immediately recognize the Einstein tensor G,
1
G[Ll/ = R,u.l/ - ig,ul/R~ (858)

From the Einstein equations, we know that

G = 8nGTy,. (8.59)
But since there is no matter, 7,,, =0, i.e., G, = 0. So, if we do the variations
correctly, we should get

1
Ry = 591 R = 0. (8.60)
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It turns out that after some simplification

/ d*z/=gg"" SRy, =0 (8.61)

which means we don’t have to worry about the third term in the expansion of
dy/—gR that involves 0R,,,. Therefore, with

1
_ 4 —
S = / d*xy/ 9167TGR’ (8.62)
we have

1
167GSS = / d*z/—g (RW — QgWR) Sghv =0, (8.63)

since we require varying the action gives zero, which implies

1
R;ux - §guuR =0 (864)

as expected.
Example 8.3.1. Verify Eq. (8.61).

Solution 8.3.1. We want to show that
/ d*z/=gg" SR, = 0. (8.65)
Recall that the Ricci tensor is a contraction of the Riemann tensor, which is
given by
R?,,, = 8,L0, —0,I0, +T0 T}, —T0, T, (8.66)

Consider arbitrary variations of the connection:

I8, — %, +0T%,,. (8.67)

Vi

Since 6I'}, is a difference between the two connections, it is a tensor. Hence we
take its covariant derivative:

D\(0T%,,) = 0A(T%,) +T% 007, —T5,0T%,, —T%,0T%,. (8.68)

We can then show to first order (in 8.3.3) that

SR’ ,, ~ DA(dT%,) — Dy (6%, (8.69)
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so, variation on the contraction is
SRy = 0RY,5, = DA(0T3,) — D, (6T3,). (8.70)
So we can write
/ d*r\/—gg"" SR, = / d*zv/=gg" [DA(ST3,) — D, (6T%,,)] (8.71)
_ / dizy/=gD, [¢"(OT%,) — g"* (6T3,)] . (8.72)
We will verify the second equality in 8.3.2. Now,

1
07, = =5 [9uDu(69™7) + 90 Du(69™7) = Guagus D7 (59°7)] . (8.73)

Therefore,

/ d*z\/—gg" SR, = / d*z/=gDy (g, D (5g"") — DA(6g°M)] . (8.74)

But notice that this result is an integral with respect to the natural volume
element of the covariant divergence of a vector. So, by Stokes’ theorem, this
is equal to a boundary contribution at infinity, which we can (in a hand-wavy
manner) set to zero by making the variation vanish at infinity, i.e.,

/ d*r/=gg" SR, =0, (8.75)
as we wanted. So, this term does not contribute the action variation. O
Example 8.3.2. Verify the following approximation in Eq. (8.69)

OR",5, ~ DA(OT],) — Dy (0T%,) (8.76)

to first order.
Solution 8.3.2. Do this O

Example 8.3.3. Verify the equality used in Eq. (8.71)
gHV IZD)\((sFlA/,u) - DV((S]'—&,U,):I =D, [gHV((S]_"Z“) - gHU(§F§#)] (877)

Solution 8.3.3. Do this O
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With non-zero cosmological constant A and no matter (7, = 0), the action
simply becomes:

1
5= 167G

/ d*z/—g(R — 2A). (8.78)
Then,
1
R;uj - §guyR + Ag;uj =0. (879)

Example 8.3.4. Verify Eq. (8.79).

Solution 8.3.4. We simply repeat what we have done before:
167G(0S) = / d*zs (v=g(R - 21))
= / d*z6(v/—gR) — 2A5+/—g
= / A (\/—gg’“’RW) —2A0v/—g
= / ) (\/fgg’“’RW) —2M0v/—g
1 1
= / d*z\/—g <RW — 2gu,,R) oght” — 2A (—2\/—ggu,,> ogh”
1
= / d*z\/—g (RW — igWR + Agw> ogt
=0. (8.80)
Since we require 6.5 = 0,
1
Ry — §guuR + Ag;w =0 (8.81)

must hold. 0O

8.3.3 Variations on the metric tensor, with matter: 7, #
0

A natural question is how we can add matter into the action. It turns out that
we simply add a matter Lagrangian to the Lagrangian density:

1

_ 4 — _
S— / dav=g (m (R 2A)+cmam>, (8.82)



8.3. OVERVIEW 89

where the matter Lagrangian term L,,qser also involves the metric:

L= —5(0,0)9" (0u0) — 3167, (3.53)

where ¢ is a scalar field. One thing to notice is that there is an interaction
between the field and the metric. This makes things a little more complicated.
If we want to vary this action, we will have to include the term

1 1
(V3 |50 0,0) - ] ). (559
These extra terms will contribute to 7},,. So we simply define

58S =088, +86Su =06 (/ d4x\/jgﬁ(R —2A) +/ d4x\/gEM> (8.85)

and

1
é (\/ —gﬁjw) = —5\/—gTuy(Sg#U (886)

or

-2 4
Tw = —=5omw
949

[V=9Lm] (8.87)

With that, for A =0,

/= 1
68 = / dtz Y I (RW - g;wR) 69" +0(vV/—9Lm)

167G 2
L 1 1 »
= d*x m Rl“/ — igHVR — §TIJ‘V V _gég
= 0. (8.88)
Therefore,
1 1 1
m (RHV — 2gI“/R> = iTMU. (889)

So, we get the Einstein equations

1
Ry — 59 R = 87GT,, (8.90)

Now, if

1
Lar =~ F" Fu (8.91)
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then
V9L =~V GFg g Fug (8.92)
and we can show that
¥, =D,A, —-—D,A,=0,A, —0,A,. (8.93)

We can vary this with respect to g"” to get T*” (which we can readily verify)

1
T, = FzF,» — Zgw)Fa/gFaB (8.94)

We can actually check and see that this is actual energy-momentum stress ten-
sor. For instance,

Too ~ (E? 4+ B?) ~ Energy density (8.95)
Tov; ~ Poynting vectors. (8.96)

Example 8.3.5. Verify Eq. (8.94).

Solution 8.3.5. We start from the definition of the energy-momentum stress
tensor:
T, =20 [V=9L] - (8.97)
=g ogrr
To make the simplification a little easier, we shall assume ¢ is with respect to
g"” implicitly, so we just write:

1

% 9T, 09" = 6 [V—gL] (8.98)

instead. By (8.92)
§[V=9Lm] =6 (—iJ?gFHVg”ag”ﬁ Fa,@)
= DR L (g R 899
We know that
N R N (5.100)

And,

6 (Fug"*9"P Fap) = 9" F iy Fapdg'® + " Flu Fagdg”’. (8.101)
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With respect to g"”:
8 (Fuvg"“ 9"’ Fop) = g"P Flu Fapdgh™ + g"“Fp Fapdg”’
= FHVFaB [5291/5 + 6gg,uo¢:| 5.9#”
— |FuFapdig” = FuuFasdhg™| 69"
= [F,’F,5 — F,*Fa,] 69"
= [F,’F,5+ F,*Fa] 69"
=2 (F,,\F,*) dg", (8.102)

where we have used the anti-symmetric property of F,, (and F*") and X is
a dummy variable replacing «, 8 in the contraction. So, putting everything
together,

2
T = == 5w
g9og
—2

- 2| (svrsmrar) - tvgen)

1 s 1

= Lo FusF L P (AR
1

= _ZguuFaﬁFaﬂ + F;L)\Fy/\~ (8103)

[V=9£]

Thus we have shown

1
71;u/ = F‘;D\FVA - Zg;wFaﬂFQﬁ- (8104)

8.4 Properties of Einstein Equations
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Part 9

Diffeomorphism, Vierbein
Formalism, and general
spacetime symmetries

9.1 Overview of Diffeomorphisms and the Lie
Derivative

Loosely speaking, a diffeomorphism is a mapping of one manifold to another. It
is an isomorphism of smooth manifolds. It is an invertible function that maps
one differentiable manifold to another such that both the function and its in-
verse are smooth.

In general relativity, a diffeomorphism is a mapping of spacetime to itself.
Before getting rigorous, we can think of a simple diffeomorphism as a mapping
of point P with X* to point Q with X* + ¢*. We would like to know how
scalars,vectors, and tensors change under diffeomorphisms. It turns out that
diffeomorphisms are tightly related to Lie algebra, and thus quite naturally
changes in tensors are given by the Lie derivative.

General coordinate transformations are a type of diffeomorphism. Within
general coordinate transformations, there are two kinds: passive and active.
Passive transformations only change “perspective” roughly speaking, i.e., we
only change the coordinates describing a tensor, while active transformations
actively alternate tensors.

An example of a passive transformation is rotation in coordinates by some
angle 0 - tilting our frame of reference. An example of an active transformation
is a rotation of a vector A by an angle —6.

Here we see that the new components of A in X' frame under a passive

93
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insert figure here

. ;! v .
transformation are the same as the components of A* of A’ under an active
transformation.

Symmetries always involve active transformations. With unbroken symme-
tries passive and active transformations are inverses of each other.

In general relativity, a diffeomorphism is an active transformation A* — A*
under moving or translating X# — X#&#*. The passive version is a general trans-
formation. Since this is invertible, the corresponding passive transformation is
XH* — XH — ¢&*. We can use the inverse general coordinate transformation to
find the form of the Lie derivative. Let L¢ denote a Lie derivative using &*.
Then under diffeomorphism,

Ay = A+ LeA,
AP 5 Al 4 Lo AP,

If §S = 0 under diffeomorphism, then the theory is diffeomorphism-invariant.
General relativity is diffeomorphism-invariant.

Let us consider an infinitesimal general coordinate transformation:
X = X g, (9.1)
Now, a vector under general coordinate transformation obeys
A¥ (') = JH A" (x)

’ . .
where J! denotes the Jacobian matrix whose elements are

. XM B,
(A _ B gl — SH_ i
T = s = g X =€) =00 - 0.8 (9.2)
It follows that
A () = (0 — 0,€") A () 9.3)

where we can Taylor expand A* (z') at &’ = a — £ to get
A (2 — &) m AM (z) — €70, A (2) + . .. (9.4)
Then use the fact that
€Y 0, A" (z) ~ £Y 9, A" (z) + ... (9.5)
we get

’

A (al) = A (2) - £70, A (z) = A () — (96" A” (). (9.6)
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And therefore

A¥ () = AM(2) = (9,6") A" (x) + £ (9, A" (w)) (9.7)

We require that this gives the same result as for the active diffeomorphism:
At(z) — A'M(x) = A¥(z) + L¢A*(x). So the Lie derivative of a contravariant
vector must be defined such that

[ LAk (@) = —(0,6") A% () + €(9, A" (x)) (9.8)

We note that this definition does not involve parallel transport, which means
the Christoffel symbols also don’t appear.

For a scalar ¢(z), under the diffeomorphism X* — XK = X — &M we know
that

¢(z) = ¢'(a') = ¢'(x — §) = ¢(z) — £"0,¢'(2)(2) = ¢'(z) — £"0vd(x).  (9.9)

Therefore,

[6/(@) = 9(2) + € 0uo(x) | (9.10)

Under a diffeomorphism X# — X* + £#) we want

¢(z) = ¢'(2') = ¢(z) + Leg(). (9.11)

Thus, the Lie derivative of a scalar must be defined such that

[£eo(2) = €0,0(x)] (9.12)

Next, we can find the form of the Lie derivative of a covariant vector, A,(x) by
considering

A2y =T A, (2). (9.13)

We can verify that

| Xl =0+ 0,8 (9.14)

by multiplying the Jacobian matrix and its inverse and show this is the identity
matrix:

T I = (8% + 0, (8% + 0,€") (9.15)
=08 — 0,6 + 0,¢¥ (9.16)
=0y (9.17)

O
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So then

Ay () = J5 A (x) (9.18)
= (0, +0,8")Au () (9.19)
= Au(@) + (0,6") Ay (w). (9.20)

Once again, we Taylor expand at ' = z — £ to get
A (@) = Ala —€) (9.21)
~ A#/ (LL') — 5”8,,AM« (JJ) (922)
~ Ay (x)—E0,A,(x). (9.23)

Then,

A (x) = Ap(@) + (9,8") A () — €0 Ap(w)). (9.24)

We claim that (and this is totally legitimate as we will show later when we look
at the Lie derivative more rigorously) this result is the same as how A,(z) —
Ayp(z) = Au(x) + LeAy(z) under the diffeomorphism X# — X# 4 ¢#. Thus,
we get the Lie derivative of a covariant derivative:

[ LeAu(@) = (9,6 A0 (2) + €0, A,(x) | (9.25)

Given these, we can now guess the form of the Lie derivative for a general tensor,
ur o
say THY

LTy = (a8 )T, = (0a8")7"% + (06" Ts +€°0aT, | (926)

We will of course look at the most general case later when we look at the math-
ematics more carefully in Sean Carroll’s book.

Next, let us look at the most important tensor the metric tensor g,,.
Under a diffeomorphism g,,, — g, +L¢gu, we can show that the Lie derivative
of the metric tensor has the following form, from definition

ﬁggw = (DMSO‘)QW + (Dufa)g,m + gaDaguw (9'27)

As an aside: the Lie derivative can be written completely in covariant derivatives
(and not partial derivatives) and still remain equivalent, as we will show in
an exercise. As a consequence, Lie derivatives of tensors and tensors. This
fact comes in handy right now when we work with the metric tensor, which is
covariantly constant, i.e.,

Dyg, =0, (9.28)

so not only can we drop the last term but we can also pull the metric tensor
into the covariant derivative. And so the Lie derivative of g,, reduces to

Efg;u/ = Du (gal/fa) +D, (g;wzga) . (929)
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But now the metric tensor acts on £* and lower the index to a corresponding one,
and thus the Lie derivative of the metric tensor has this very nice, symmetric
form

Legu = Dy + D&, (9.30)

And so under a diffeomorphism the metric tensor transforms as

Juv = Guv + Eﬁgm/ =9 + Dugu + Dufpx (931>

We notice that if we have not invoked the covariant derivatives, the we will not
get this nicely simplified formula involving only partial derivatives.

Here is the following layout for what we will do next:
e Look at the mathematics of diffeomorphism
e Look at some basic mathematics of Lie algebra

e See how diffeomorphisms are a symmetry of general relativity, and what
it means to break diffeomorphism.

9.2 Spacetime Symmetry
In this section we want to consider
1. Global Lorentz Transformation in Minkowski spacetime (no gravity)
2. Diffeomorphism in curved spacetime (with gravity)
3. Local Lorentz Transformations in curved spacetime (with gravity)
9.2.1 Global Lorentz Transformations in Minkowski Space-
time

We know that Lorentz Transformations are coordinate transformations X* —
X given by

XH =AM XY, (9.32)
where the A‘,j/ are constants. For vectors,
Vi =AMLV, VE =AM = ARV (9.33)
The transformations also have inverses:

A AY, =61 =5t = A" AY (9.34)
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Also,
N = NG AD s (9.35)

However, all this is from the passive point of view. Now, we want to look at
the active Lorentz Transformations where X* doesn’t change (i.e., no primed
indices). Notice that we have been writing Aff/ with one index on top of another.
Now, distinguish A" versus A”». But we keep the “inverse” identities:

«@ _ o A« 1%
A, A”B =45 = A" AN (9.36)
We must also keep
Ny — A#O‘Ayﬂnag = N, (9.37)
i.e., the Minkowski metric is unchanged, as expected, since we haven’t changed

anything major yet.

Now, consider infinitesimal Lorentz Transform
A" =0t e (9.38)
O R
where €,” is a small and constant, and we neglect squared terms. We have that
AMD‘A“B = (6, +¢,7)(60 +€) (9.39)
= 53 + EO‘V + EVO‘ + O, = 637 (940)
provided that €*5 = —e;”. We also have that
A LA = (08 + €0)(6) +€,%)
=60+, +e/+0
=4y,
provided that e, = —e, *. Furthermore,
Nuv = AMQAVﬁnaﬂ
= Nuv + EMQUW + GVﬁnuﬁ
= Nuv + E,LLV + Eu,u
= Nuv,

since

So, we conclude that the Minkowski is unchanged if the above equality holds.
The parameters €, are anti-symmetric and 4-dimensional, and hence has 6 in-
dependent components.

With this, we can summarize how things transform under infinitesimal Lorentz
transformations:
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1. Scalars: ¢ — ¢, i.e., invariant.

2. Coordinates: X*’s don’t change.

3. d*z doesn’t change.

4. Minkowski metric is invariant: 7, — 1.

However, all dynamical vectors and tensors change:

PRI o
For a tensor:
T = T+ T € T F e T, (9.42)
Now, when will
S = / d*z L (9.43)

be invariant, i.e., (65 = 0) under global Lorentz transformations? If £ is a
scalar function then under a global Lorentz transformation, £ — L. So, then
we must have S — S, or 45 = 0, which says we have a symmetry.

Example 9.2.1. Is
L= 5(0,6)(0") — 3?3 (9.44)

a scalar under Lorentz transformations?

Solution 9.2.1. Under Lorentz transformation, ¢ — ¢, ¢> — ¢2, and so
%ngbz — %m2¢2. Now,

{am = Ot + €,%0d (9.45)
Oy — OMep + €, 0%
So,
(0.9)(0"9) = (€, 0atd + 0,0) (e, 0% + 0" ) (9.46)
= O+ (0u0) (1" 9) + (0u) (¢",0%¢) + (0" d)(€,*Fadp) ~ (9:47)
= (0,9)(0"9) + "*(0ad)(0u0) + € (0a$)(0u0). (9.48)
Now,
" (0a9)(0u0) = —€*(0,9)(0ad) (9.49)

= —€""(0a0)(0,0). (9.50)
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So,
" (0a¢)(0u9) = 0. (9.51)
And thus,
(0u0)(0"¢) — (0,0)(0"). (9.52)
Example 9.2.2. Show that
L= —iFWFW +m?A4, A" (9.53)

is a scalar under global Lorentz transformation.

Solution 9.2.2. Use the fact that F},, is a tensor, so that
Fuy = Fuy +¢€,"Foy + €, Fa. (9.54)

Likewise, for A, A*. Next, show that £ — L.

9.2.2 Diffeomorphism in Curved Spacetime

S:/d%\/fgﬁ. (9.55)

Under diffeomorphism with £#, scalars and tensors transform with changes given
by the Lie derivatives.

1. Scalars:
¢ — ¢+ £%0a0 (9.56)
¢ — ¢+ £ Dad. (9.57)
2. Covariant vectors:
A, — A+ (5‘u§a)Aa + %0, A, (9.58)
AM — Au + (Duga)Aa + §O‘DQAM. (9.59)
3. Contravariant vectors:
AP — AP — (0,8M) AN + £40, A (9.60)
AP — AP — (D EM)A® + 9D, AF. (9.61)

4. Tensors:

™, = 1h — (D&M, + (D EY)TH, + XDyt (9.62)
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Now,
v = Guv + Dp&y + D& (9.63)

So this means /—g also transforms. In fact, we can find the identities:

1
Th, = ——8,v/—g 9.64
Iz \/fg ( )
DERIVATION IS LEFT AS EXERCISE. And with this we can show that
1
D, VH=——9, (/=gV" 9.65
/ \/jg IL( ) ( )

DERIVATION IS LEFT AS EXERCISE. With these identities, the Lie
derivative of \/—g can be found.

V=9 = V=g +0a (V-9£°). (9.66)

And thus this says

Lev/=g = 0a (V—=96*) = V/—gD,&" (9.67)

If £ is a scalar under diffeomorphism, then
L — L+E%0,L. (9.68)

But what about the action S? Under diffeomorphism, since d*x doesn’t change,

S / d'z [V7g + 0a (vV=96)] (£ + £20,L) (9.69)
- / dhe =gl + / dhe [Vge0nL + 0 (V_gE®) L] (9.70)
— 5+ / a2 0, (V=g6°L) (9.71)

Thus, using Gauss’ theorem in four dimensions
S— S +/ dPxig (V=g L). (9.72)
o0

As we push the 3-dimensional surface to infinity where £ = 0, S — S, and
thus .5 = 0. The action is unchanged under diffeomorphism, and hence we also
have a symmetry in general relativity.
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9.2.3 Local Lorentz Transformation & Vierbein Formal-
ism
Lorentz symmetry are local symmetries in local frames. Local Lorentz frames

exist at every point, so we can always coordinate transform into a local Lorentz
frame at a point P, so that the metric is Minkowskian, i.e.,

Guv = Gu'v' = Xﬁ‘/Xf,gag = Nu'v' (973)

at point P. However, if there is curvature, then R)‘lu/y,a, # 0 at P still holds,
since the Riemann curvature tensor depends on OI', the partial derivatives of
the Christoffel symbols.

There is another way, though, to go without using a coordinate transforma-
tion. That is to use Vierbeins.

Roughly speaking, Vierbeins are local vectors in a tangent space that per-
forms “a change of basis.”

Juv = eauebynab (974)

With Vierbeins, we can redefined general relativity by making them dynamical.
Any tensor can be written as

Au = eMaAa (975)

where A, is a component in local Lorentz basis. There’s also the concept of an
inverse Vierbein:

et e, = ok (9.76)
e“aeub = op. (9.77)

Then,
g = et e, (9.78)

It is easy to verify that gF“g,, = 0%

9" o = e“ceo‘dn‘:deafel,gnfg (9.79)
= e”Cé(JiceugT)Cdnfg (9.80)
= etoe, Iz (9.81)
=e'ee,’0, (9.82)
=ele,f (9.83)
=" (9.84)

v
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Next, we can also look at the determinant of g, where g,, = e#“eybnab =

b.
euanabev .

g = det(g) (9.85)
= e (det(n)e) (9.86)
=e(—1)e (9.87)
= e (9.88)

Therefore,

(0.89)

So, the action under Vierbein formalism is

S:/‘/—gd‘lajﬁ(gw,Am...):/ed4a:£(eua,Aa,...) (9.90)

One of the advantages of the Vierbein formalism is the ability to incorpor-
tate spinors that describe Fermions into the action and Lagrangian. Spinors
are neither vectors nor tensors nor scalars. In other words, there are no vec-
tor/tensor representation for Fermions. They are just spinors - a completely
different mathematical object. There is no problem dealing with Fermions in
special relativity, since special relativity has spinor representation under the
Lorentz group. However, general relatibity has no representation for these un-
der diffeomorphisms if we don’t use Vierbeins.

In particular, in the relativistic quantum theory developed by Paul Dirac,
the Dirac Lagrangian is given by

£ = (@50, (0.91)

which is a mixture of spinors and vectors, where v* is the four-component spinor.
The theory actually makes use of a four components, with two describing ordi-
nary Fermions, while the other two describes anti-particles.

Back to general relativity. Vierbeins allow us to include Fermions into gen-
eral relativity, making them vectors in spacetime. Since there is no unique local
Lorentz basis at any point P, we can rotate or boost. And so, these vectors in
spacetime must follows transformation rules:

b
e, —e, " +ehe, (9.92)
But Vierbeins are also vectors under diffeomorphisms:

e, " = e, + (Duf%)e," +E“Dye,. (9.93)
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With these, we can also look at how the metric transforms. First, under diffeo-
morphism:

uv = euaeybnab (994)
= (e," + (Dp€™)e,” +£*Dae,) (e,” + (DvE¥)e, + €*Dae,”) nab.
(9.95)

Expand this out to first order, we get

G = G+ (DuE*)e e, Nab + € Dace, "€, Na
e, (Dy e Nap + euafo‘Daeubnab (9.96)
= Guv + (D€ 9w + (D€ )a + £ D (€%, ab) (9.97)
= Guv + ( §%) 9o + (Dufa)/wt +&"Daguw (9.98)
=G + (D uga)gau +(D vga),ua (9.99)
= Guv + Leguw (9.100)

as expected, where we have used the fact that the metric is covariantly constant.
On other hand, what about under local Lorentz transformations?

Guv = € 6 77ab (9101)
= (e, +¢%e,’) (e," +€"e,) nav (9.102)
=Gguw + eace“be,jbnab + eu“ebceycnab + ... (9.103)
= Guv + 6bt:ep,bet/b + eacebceuc (9104)
= guv + epee,le,’ + epee’ee (9.105)
= g +éve (¢, +€"e,) (9.106)
= Guv t+ €cb (euceyc + fcbeyb) . (9107)
But due the anti-symmetry in Lorentz transformations:
€bc = —€cb (9108)
it must hold that
- (eubeyb +ebe,) = (e, + e, (9.109)
which means
e,e,  +€%e,’ =0, (9.110)
and so
Guv = Guv (9.111)

under local Lorentz transformations. Therefore, the metric is invariant under
local Lorentz transformation, as we wanted. Now, note that the metric has 10
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independent components due to its symmetry: g,,, = g,,,. Meanwhile, the Vier-
beins have 16 independent components. These 6 extra components are Lorentz
degrees of freedom. This means we can make 6 local Lorentz transformations
with €5 = €pq, 1.€., We can gauge away 6 of these components using local Lorentz
transformations, giving 10 effectively independent components.

Now, if we consider how a Lagrangian made entire out of scalars, how would
it transform under local Lorentz transformations using the Vierbeins? Consider
L = A, A", then under the Vierbein formalism:

A AR = (e, Ag) (", A”) . (9.112)
Under local Lorentz transformations,
A AM — (e“a + eaceuc) (A +€,°Ac) (e“b +e,%et) (Ab + ebCAC)
=A,A" + e“ceucAae“bAb + eﬂaeaCAce“bAb
+e, Aag e A" + e,  Age! " A (9.113)
Now, notice that
9.114
9.115

9.116
9.117

eaceucAae“bAb + euaeacAce“bAb =€4e (eMCACe“bAb + eaCAae“bAb)
=€cq (eMaAae“bAb + ecaAae“bAb)
= — €q4¢ (eucAce‘ubAb + eacAae”bAb)
=0.

~~ ~~ —~
~—_ — — ~—

Therefore, if the action is given in terms of scalars:

S:/ed‘*z,C(gW,qs,AW...) (9.118)

where the Lagrangian is a scalar, then the action is invariant under local Lorentz
transformations. But without Vierbeins, Fermions are not allowed in the theory.
Under the Vierbein formalism, we not only have a scalar action that is invariant
under local Lorentz transformations, but also Fermions incorporated into the
theory.

But there is more to the story. We can ask about what happens to derivatives
in the Vierbein formalism. In the general relativity that we are familiar with,
we have seen the notion of the covariant derivative:

DyA, =0,A, —T),A\. (9.119)

But what about Dye,*? It turns out that this is not a tensor under both local
Lorentz transformations and diffeomorphism unless we change the definition
of the derivative once again. To make this work, we need a second type of
connection:

Dl,eua = &,eua — Fl),‘MeAa + wyabeub (9.120)
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where w is called the spin connection, which makes D,e,* a tensor. It also
turns out that

w, = —w b (9.121)

and so there are 24 independent components for the spin connection. We can
then bring the definition of the spin connection to the Riemann curvature tensor,
which has the following form
A
R, =TT —TIT+0I' — oI (9.122)

Adding the spin connection gives us torsion, and the Riemann space becomes
Riemann-Cartan space.

9.2.4 Riemann-Cartan spacetime

Note: This subsubsection is taken from Robert Bluhm’s notes.

In graviattional theories that include fields with intrinsic spin, such as Spin—%
fermions, a new geometrical quantity known as torsion T)‘u can be introduced.
It is defined as

v

™, =1, -1 (9.123)

1% pv Im

In general relativity, where the connection T'* v 18 symmetric, the torsion T)‘W
simply vanishes. So in which case(s) does the torsion not vanish? The curvature
tensor is the relevant geometrical quantity in general relativity, which is sourced
by energy-momentum. The spacetime in general relativity that we have been
dealing with so far is (pseudo)-Riemannian. However, as we have pointed out
earlier, general relativity theory in this space cannot include fermions. When
spin is present, this acts as a source of spacetime torsion, and the resulting
spacetime generalizes to hat is called a Riemann-Cartan spacetime.

In a gravitational theory in Riemann-Cartan spacetime using vierbein for-
malism, both the vierbein and the spin connection are treated as independent
fields. Thus a generic action can be written as

S = / d4xe£(eua,wuab,¢,w,A”,D,ﬂ/),...), (9.124)

where e = /=g and ¢,¢, A*, D%, ... denote conventional matter fields and
their derivatives. If this action is varied with respect to the vierbein, the result
is Einstein’s equations relating the curvature to the energy momentum density.
Alternatively, if the action is varied with respect to the spin connection, the
result is the equations relation the torsion with the spin density.

Using a vierbein treatment and allowing a Riemann-Cartan geometry, it
becomes straightforward to introduce fermions. The starting point is the usual
description in terms of Dirac theory in special relativity. Quantities such as
the Dirac matrices v* are defined in a local Lorentz frame where the matrix is
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Minkowskian 7,;. The vierbein is then used to define the corresponding quantity
in the spacetime frame, for example, the Dirac matrices become e*,vy*. Partial
derivatives acting on fermions fields become covariant derivatives involving the
spin connection,

Dut) — Dyt = 91 + %wuaba“bw, (9.125)

where o is the commutation %[y, 7*].

The Lagrangian in the vierbein formalism must be a scalar with respect to
both diffeomorphism and local Lorentz transformations. For tensor quantities,
scalar combinations of tensors can be combined using either spacetime compo-
nents or local components. For example, a quadratic mass term for a vector
field can be written as

L= Atg,, A" (9.126)
= e, A%, ¢, eqe” A (9.127)
= §CAmeq0d AP (9.128)
= A%, AP, (9.129)

which we have shown before. So, the vierbein drops out of scalar combinations
that do not involve derivatives, so that the combination can be witten in terms
of the local components A® and the local metric 74p.

In deriving the equations of motion of the a gravitational theory involving
tensor quantities, such as a vector, it must there be decided whether the basic
quantities to vary in the scalar Lagrangian are the spacetime components A* or
the local quantities A®. This choice affects how the vierbein appears. It therefore
also affects the definition of the energy-momentum in a vierbein formalism,
which is obtained inside the action as

(9.130)

The result of varying with respect to th vierbein is Einstein’s equations (with
A =0),
GH = 8nGTH". (9.131)

In general, he form of the energy-momentum tensor in the vierbein formalism
TH will differ from that of the energy-momentum obtained using the metric.
This is especially the case when there is torsion. However, for consistency, the
energy-momentum tensor T/ is a vierbein treatment must be divergence-free,

D,TH =0, (9.132)

meaning that it is still a conserved quantity.
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Part 10

Linearized Gravity

10.1 The metric

We suppose that the gravitational field is weak enough to be decomposable into
a Minkowski metric (7, = diag(—1,+1,+1,+1))plus a small perturbation:

Guv = Npw + hyy where by, | < 1. (10.1)

Because h,, is small, we can ignore anything of order two or higher in h,.
Recall that we were able to show

g = — ", (10.2)

where W ~ pHenh hap, when we looked at the Newtonian limit of GR. Just a
refresher, we did this by first showing that g"”g,» = 6§ to first order, assuming
that products with A terms can be taken to be 0.

We can think of linearized GR as a theory of a symmetric tensor field h,,
propagating on a flat background spacetime. This theory is Lorentz invariant,
i.e, under a Lorentz transformation, z# = Af z#, the flat metric 7,/,» = 1, is
invariant, while the perturbation transforms as

hyryr = M AY (10.3)

iz
which follows the Lorentz transformation.

In the next sections, we will re-derive the necessary mathematical objects to
construct an equation of motion.

109
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10.2 The Christoffel symbols and Einstein ten-
sor

Under the perturbation g,, =~ 7M., + huy, the Christoffel symbols can be re-
evaluated:

1

F,Lpu/ = igpk (aMgVA + avg)\;t - a)\g,uu) (104)
1

= 577p>\ (auhVA + ayh)\u - a)\h;w) . (105)

This result comes from the fact that higher order terms are zero, and that the
Minkowski metric is a constant. With this, we can find the Riemann tensor:

R",,, = O\l — 8,T", + T2 I —T° W . (10.6)

vo© pA
Next, we lower an index for convenience by
Ropvre = gupl, 50 = Mup i, 5, (10.7)

then observe that all the I'? terms contain higher orders of h,. and its deriva-
tives. So we simply ignore these I'> terms and keep only the I'’s. After a bit of
index-renaming, we get

Ryuvpo = Nux (0,10 — 05T3,) (10.8)

1
= Mux {ap |:277Aa (8uhaa + 8ahal/ - aahua):|

1
-9, {Zn*ﬁ (Ovhpp + Ophpy — aﬁhup)} } (10.9)
1
=3 {0, (Ouhop + Oshyy — Opuhuo) — O (Buhpp + Ophy — Ouhiy)}
(10.10)
= % (apal/huo + 8Ua,u.hljp - aa'aljh,u,p - apa/_zhua') (].0].1)

where we got from 6 terms to 4 terms because the h,, terms canceled. With
this, we can compute the Ricci tensor, by contracting the Riemann tensor over
1 and p with the following rule

Ry = QCdRcadlr (1012)

Applying this rule to R, -, we obtain

Ryc =" Ruvpo (10.13)
1

= 57’#11 (apavh,ua + aoauhup - agauh#p — apauhyg) (1014)
1

= 2 Dp0u 5 + 0y Db, = D50, by = 0p0"hi) (10.15)
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Now, we notice a contraction h = n*”h,,. Plus, we also see that the first two
terms are actually summations, so let us replace the repeated indices with o.
We also notice that we have 9,0” = [. Finally, let us make v — p and o — v,
in order to get

1
Ry, = 3 (808#h"y + 0,0,h7, — 0,0,h — Dhm,) (10.16)
Let us contract the Ricci tensor again to get the Ricci scalar:
R=R", (10.17)
=" Ry, (10.18)
v 1 (e ag
= [2 (850,07, + 8,007, — 0,0,h — th)} (10.19)
1
=3 (050,h°" + 0,0,h°" — 0,0"h — [h) (10.20)
= 0,0,h°" — Oh. (10.21)
Re-assigning the indices by letting ¢ — p and y — v gives
R =08,0,h"" — Dh‘ (10.22)
Finally, we put everything together to obtain the Einstein tensor:
1
G,uy = R/Lu - 57'];LVR (1023)
We get,
1
G = 5 (050417, + 0, 0517, — 00y h — Ohyy — 0 0,050 + 17, 0h)
(10.24)
In this weak field limit, the action is given by
S = /d4x V—gL = /d4a:£ (10.25)

where
1 1 1
L= 5 | 0uh)(Oh) = @uh?”) (Ol ) + 51" (Bl ) Buhps) — 51 (Buh) Do)
(10.26)

We know that when requiring 65 = 0 <= §S/dh*” = 0, i.e., the variational
derivative of S with respect to h*" is zero, we get the Einstein tensor G, given
by

1
G =R, — 517‘“'R
1
=5 (050407, + 80,0507, — 0, 0uh — Ol — 1,003k + 1, 0h)
(10.27)



112 PART 10. LINEARIZED GRAVITY

Let’s check this in xACT, as an exercise in indexing and of course in using
xACT. Here are the things we will need to do, in order: (1) importing the pack-
ages, (2) defining the manifold, (3) turning on the metric variations option, (4)
defining the metric n,, (don’t worry about making it Minkowskian), (5) defin-
ing the perturbation h,,, (6) defining the Lagrangian, (7) taking the variational
derivative of the Lagrangian with VarD (assuming \/—n = 1, of course).

(import packages here)
béfManifold[Mz;, 4, {a, b, ¢, d, e, £, i, k, 1, m, n}]
DefMetricPerturbation /. Options@DefMetric
DefMetric[-1, \[Etal[-a, -bl, CD, {"%", "\[Dell"}]
DefMetricPerturbation[\[Etal, h, \[Epsilonl]]

Lag := (1/

2)*((CD[-m] [h[LI[1], m, nl1)*(CD[-nl[h[LI[1], -c, cl1]1) - (CD[-ml[
h[LI[1], ¢, d11)*(CD[-cl[h[LI[1], m, -d]11) + (1/2)*\[Etallm,
n]*(CD[-m] [h[LI[1], ¢, d]l1)*(CD[-n][h[LI[1], -c, -41]) - (1/
2)*\[Etal[m,

n]*(CD[-m] [h[LI[1], ¢, -cl1)*(CD[-n][h[LI[1], 4, -d11))

(VarD[h[LI[1], c, d]l, CD][Lag*Sqrt[-Det\[Eta][1]1]/
Sqrt [-Det\[Etal[]]) /. deltal-LI[1], LI[1]] -> 1 //
ExpandPerturbation // ContractMetric // ToCanonical

Here’s what we get:

In@45)= Lag :=
(1/2) » ((CD[-m] [R[LI[1], m, n]]) * (CD[-n] [R[LI[1], -c, €]]) -
(¢D[-m] [R[LI[1], ¢, d]]) * (CD[-c] [h[LI[1], m, -d]]) +
(1/2) *n[m, n] * (CD[-m] [h[LI[1], ¢, d]]) * (CD[-n] [h[LI[1], -c, -4]]) -
(1/2) »xn[m, n] * (CD[-m] [R[LI[1], ¢, -c]]) * (CD[-n] [R[LI[1], 4, -d]]))

Inf46]= Lag

1 1
5 pmn thlcd Vnhlcd’ 5 pmn thlcc Vnhlddw
J

1 .
ourser “Vech!®y Vgh 1% s vpn ™ v nt S

n59)= (VarD[h[LI[1], ¢, d], CD] [Lag* Sqgrt[-Detn[]]] / Sgrt[-Detn[]]) /.
delta[-LI[1], LI[1]] » 1 // ExpandPerturbation // ContractMetric //

ToCanonical
L 1 L 1 L 1
Oufs9= —— VaVh eq+ — VaVeh™g® + — VaVah' % -
2 2 2
1 1 1 1
S Tea VpVah12P 4 > Neq ¥9°h13, - " VaVah'd, " VaVch'?,

Putting this back into ITEX after doing some manual contractions/simplifi-
cations, plus noting that the covariant derivative here is just the regular partial
derivatives, we find that

1
G = 5 (=Ohpw + 050,17, + 950,07, — 0, 0x0sh + 1 Oh — 8,0, h)

(10.28)

which matches exactly with the Einstein tensor G, provided earlier.
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Note that when calling the perturbation metric h,, in xACT, make sure
that you are calling it by h[LI[order],-m,-n], so that xACT knows you mean
to call the perturbation metric.

Thus we confirm that the Lagrangian above gives the correct Einstein tensor.
But how is it found? Consider a general coordinate transformation:

't — pt — (). (10.29)
Then the metric changes according to

m v
_0x' 0"

Iy _
oz ozb

(10.30)

where, as before,
g = — B (10.31)

How does hy,, transform under this transformation? Well, we first have that

oz’ 0
D e @) = ot - e (1032
And so treating 0,€, as the same order as h*” we find

oz’ 9z’ | ab
= 9z oxb V! —h )

( b
= (04 — Ba€) (6 — Dpe”) (n*® — h")
~ (68 — 0e") (™ — B — (Dpe ™ +...)
A~ — WM — (D€ )M — (Ope ). (10.33)

m

Next, we lower the index to get h),,:

ncundug,m[ = NepTdv ("7#” — Y — (aaeu)n'ua - (abeu)nbu)
MNed — h/cd = MNed — Red — (8(15(1)5(01 - (3b€c)52
h/cd = heg + Oc€q + Ogée. (10.34)

And so we have

hiw = huw + 8,u€u + al/G,u (10.35)

and of course as a side product:

[ = B g 9+ e (10.36)
and so the infinitesimal change in hgy or heb ig
Oy = Opes + Dy, | (10.37)

[oh = 9" + 9"et | (10.38)
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which, by the way, are actually the Lie derivatives of the perturbative metric
hu, and its inverse h*”. These formulas represent the change of the metric
perturbation under an infinitesimal diffeomorphism along the vector field €.

Since we want to get G, that is linear in h,,, we look for quadratic terms
in h and in 0. Lorentz invariance tells us that there are four possible terms. So
the action has the form

S = / d*z (aOr\h* 0 hy, + bONRF ,0MBY, + O 0 by, + dO* BP0 )

(10.39)

where a, b, ¢, d are unknown constants. Next, we require that 5/6h,, = 0 with
Ohuy = Ouey + Oy€,. This should give 3 equations with 4 unknowns. Upon
writing three unknowns in terms of the remaining unknown we can find the
form of the Lagrangian. In the end, we should be able to fix the action up to
an overall constant factor.

With 05 = 0, we bring the ¢ into the integrand and let £ = 0. The next
step is to do variational derivatives with respect to h,, on each term in the
integrand. We shall proceed, first with the first term:

S(ONM O hy) = ON(SH™ ) (O hy) + (DX )N (Shyy)
= O\ (0Me” + 0" e") (O M) + (OnhH)OM D€y + Dyey)
= O\ (0M€” + 0" e") (O M) + (0™, ) ON(OMe” + DV €M)
= 20,(0"€” + 0 ¢") (0™ )
= 4[0x(9"€")](0 ), (10.40)

where the fourth equality follows from the symmetry p <+ v in a summation.
Zee says

(07 (0"€)] (0 ) ~ €/ 0*0F by, (10.41)

from “integrating by parts” freely. It turns out we have to integrate by parts
twice to get this equality. We shall proceed with the first integration by parts
with respect to some measure dw which we are not going to worry about. We
shall also assume that everything vanishes when evaluated at infinity and that
differential operators such as 8, ,, 9%, 0 commute.

/ dw O [(0€”) (0 )] = / dw [Ox (0" (0 hyy) + / dw (9"€”)(Ox0 )

(") (P hw)| = / dw [0x(0"€")]) (0 hyu) + / dw (9"€”)(Ox0 )

— 0

0= / dw [0x(0"€")])(0 hyu) + / dw (9"€”) (00 )
= [O\(0"€")](0 ) = —O"€” DO . (10.42)
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We evaluate this term (again) by integration by parts, again over some arbitrary
measure dw we won’t worry about:

0" (e 90 )

- / dw 0" ¢’ D\, + / dw €930 0"h,

0= / dw 0" €’ D\0hyy, + / dw € 93,00"h,

— — 0" 070 by = ¢ 020" 0Dy, (10.43)
O

And so, we have for the first term:

S(ONh* O hyy) = 400" hy, (10.44)

Moving on the second term:

3[(Oxh)(9*h)] = 8[(9h*, ) (9*h",)]

= (OAOh” ) (O h¥ ) + (Oxh™,) (0 6" ,). (10.45)

We notice that this term is very similar to the first term, except for the “position
of the index of h.” That is to say, we are finding ¢ of the contraction. However,
we can always write

h*, = M (10.46)
h”, =n"Yhy,. (10.47)
From here we can do some mental prepping for what to come: the metric is
constant in the eyes of §, so we can just pull the n’s out to the left and treat
them as constants. By doing this, we’re left with n**n,,, times a term of the form

similar to the first term except for the appearance of the indices x,y. However,
by symmetry arguments, we should be able to get

5[(Oxh)(07h)] = 4¢010, (10.48)
where the factor of 4 is explicitly shown here for reasons we will see later. We
shall see why this is true. First we write the contractions in terms of the original
tensor h times the metric

3[(Oh) (D )] = (muan’™) S1(ONRHT) (D7 huy)). (10.49)

Invoking the fact that

6h = 9%b + e
Ohgp = Og€p + Opeq (10.50)
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and the b <> a symmetry argument in a summation, we find

S[(Oxh)(O*h)] = 2 (Muan”™) [(OX0"€") (0 huy) + (07 hyua) (020" V)]
2 (uan™) [(O20"€") (D huy) + (OAI)(0Dyey)]
A (1) [(020"€7) (0 Doy )]
—meux h)
= 4(0\0, e“)( h). (10.51)

Time to integrate by parts (again over some measure dw we won’t worry about)
oo
aA[(aMeﬂ)(aAh)}‘ / dw (0\0,e") (0™ h) + / dw (9,e")0
— 00

Oz/dw(a,\ae“ +/dw86“
= (0x0,€")(0"h) = —(0,€e")Oh. (10.52)

We integrate by parts again:
@Ae“Dh]‘ = /dw (Ou€e")Oh —|—/dw et0d0,h

0= /dw (6He“)Dh+/dwe“D8Mh
= (Ou€e")0h = —€e'00,h. (10.53)

So we have for the second term

S[(Oxh) (O h)] = 4€*TI0, h (10.54)

Very nice! What about the third term? We claim:
S[(ONPN) (0" D)) = 26"00" hyyy + 2€¥ 0,02 0" hyuy. (10.55)

The only way to verify this is integration by parts (surprise!). But first we have
to let § act on the h’s and write things out in terms of €’s:

S[(OARN) (0" Py)] = (OA(DNe” + 07 €M) (0" By ) + (DARN) (D" (Dues + D))
(10.56)

We will treat these two terms differently, despite the symmetry. For the first
term, we simply integrate by parts twice to get
(O (01" + 0¥ €M) (0" ) = 2(020 ") (8"
= —2(6%”)(&\8“}1“”)
2(6”)(8)‘&\8“}1””)
= 2(e”)00" hyy- (10.57)
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We recognize that, for the second term, by exchanging the indices p — v —
A — u, then appropriately lowering and raising the indices on the second term,
then use the A <> v symmetry argument in the Lie derivative summation, we
get

(0P )(9” (Oxew + Dyer)) = (9" hyun) (9, (e + 87eY))
= 2(0"Ny0)(0,0M"). (10.58)

From here, we will integrate by parts twice to get what we want. I won’t be
showing all the steps here because we can now do this integration by parts
“internally:”

2(0" 100, (ONe”) = —2(8,0" 1\ ) (07e) = 26V 01D, 0 hx = 270,070 b,
(10.59)

where the last equality follows from the fact that these differential operators
commute. Recognize the pattern in the first two equalities? Every time we
integrate by parts, we essentially let one derivative act on another factor (say
let 9, act on the Oh instead of on €). Since the total derivative is zero when
evaluated at infinity, this new quantity is equal to minus the original quantity.
We keep doing this until all derivatives are sandwiched between €” and h,y.

So we have for the third term

S[(ONPN) (0" hyy)] = 26" 00" hyyy + 2€¥ 0, 010" hyux (10.60)

What about the fourth term? Once again we have a contraction, which
means we need to write it out in terms of the metric 7, then pull it outside of
the derivative since it is just a constant in the eyes of §. We also invoke the
symmetry argument once again with derivatives of the €’s. So,

85[0 1,0 hy] = S[nagd" RN 0" By

= (Nra)S[0" A" Ny,
= (1xz) {0M(O€" + €)D" by, + 0" 0" (Opu€r + Ovep) }
= 2(0"0*e0)0" hyy + (20"1)0" (Ou€.). (10.61)

Integrate by parts the first term (twice) to get
2(0"0*€0)0" hyy = 26200 0" b . (10.62)
Integrate by parts the second term (twice) to get
(20"h)0” (Opev) = 2¢”010, . (10.63)

So we have

S[0M R 0" ] = 2630 MY By + 26,007 h = 262030 0" hyyy + 2¢"00, b
(10.64)
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Very nice! Putting everything we’ve done so far together, we find

§(a0\h" 0 hy, + bONROMh + O 0" Dy, + dO* ROV R)
=4a(e"00"h,,,,) + 4b(e’00,h) + c(2¢" 00" hyy, + 2679,0™9"h,u)
+2d(e*020" 0" hyy) + 2d(e”0I0, h)
= (4a + 2¢)(¢"00"h,,) + (4b + 2d) (00, h) + (2¢ + 2d) (V0,0 0" hy,.)

=0. (10.65)
When holds when we let @ = 1/2, then ¢ = —1, so d = 1, which implies
b = —1/2. Thus the correct action up to an overall factor is

1 1
S = / d*z 5E)Ahl“fakh,w - 5aAhaAh — O\ O Ry, + O*hOVR | (10.66)

So we have successfully constructed the linearized action.

Thus even if we had never heard of the Einstein-Hilbert action we could still
determine the action gravity in the weak field limit by requiring that the action
be invariant under the transformation

at — 't — et (x) (10.67)
or equivalently
Ohyu = h:“, — hyy = Opey + Opey. (10.68)

So based on our argument in the previous section, we can now write the weak
field expansion of the action S as

1 1
= 4 _Z py
Swig /d T (327rGI 5 T > (10.69)

where
7= Lonmorn LNk b — OB O R, + 0B 10.7
—5)\ ;1,1/_5)\ — UX w/+ (OO)
and T}, is the stress-energy tensor associated with matter.

Graviton propagator

From the previous section we see that the weak field action Sy, has the same
quadratic structure of all the field theories we have studied, and so the graviton
propagator is once again the inverse of a differential operator. But just as in
Maxwell’s theory the relevant differential operator in the Einstein-Hilbert the-
ory does not have an inverse because of the “gauge invariance,” i.e., under a
transformation the action remains invariant. In other terms, we see that the
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kernel of the differential operator is not trivial, i.e., it is not one-to-one and
therefore cannot have a well-defined inverse.

To deal with this, we need to rely on the Faddeev-Popov method. Recall
that the Faddeev-Popov method allows us to split our integration over physi-

cally distinct configurations and those over gauge orbits.

We observe that by adding

2
1
(8“hw, - Qayhx) (10.71)
to the invariant Lagrangian
1 1
§aAhWaAhW - 5@}&3%3 — OZhNOF R, + 0P RO Dy, (10.72)
we get
1 v 1 v 1%
SO O Dy — SONN O, — AT, + OB T
]' 1%
+ (O b O Tn) = O b + 1 (0,0) (0" )
1 v 1 v
= 5 OAD" MM hyy — ZaAhM#aAh - (10.73)

the weak field action effectively becomes

1] 1 1
= 4. | = HY A _ A _ nv
St /d v [B%G <8,\h Oy — 50200 h) P T ] (10.74)

Why is this addition justified? Recall in the subsection Gauge Invariance: A
Photon Can Find No Rest where we introduced the Faddeev-Popov trick, we
find that by adding (9A4)? to the Lagrangian we were able to replace the original
action by a new action whose Lagrangian contains has a differential operator
with an inverse. We are doing a similar thing here.

But of course we can’t just add whatever we want to the Lagrangian and
expect it to describe the same physics. One way to keep the Lagrangian the
same is to require whatever we are adding to be zero. In our case, the freedom
in choosing h,, makes this a necessary condition, which means

1 1
M by, — 5@}&A =0 < |0'h,, = 5@}#A (10.75)

This is called the harmonic gauge condition. It turns out that this is the
linearized version of

O (V=g9") = 0. (10.76)
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With these results, we can write the action as

1 1 1
Swfg = /d4,r |: (a)\huua)\huy - 28)\h/8)\h> - h;l,VT#U:l

2 | 327G
1 v Ao
= 32WG/d4w [ K e (—0%)h + O(h?)] (10.77)
where
1
K#V;)\a = 5(77#)\771/0 + NueMvX — nyun)\a) (1078)

where we regard Av and Ao as two indices. We can work backwards to check
writing the action in this form makes sense, but let’s not worry too much about
that for now.

Note that we are dealing with matrices acting in a linear space spanned by
symmetric two-index tensors. Thus, the identity matrix is actually

Lo = %(7]#)\771/0 + Moo )- (10.79)
We can check that
KI»WV\UK/\U;pw = Luw;pws (10.80)
so that
K'=K, (10.81)

similar to how n*” = n,,. Thus in the harmonic gauge the graviton propagator
in flat spacetime, in momentum space, is given by (up to Newton’s constant)

1 K,ul/')\a' 1 nuknuo + n,ua'ny)\ - nyunka
S LA 10.82
2k%2+ie 2 k? + ie ( )

D#V;Ao(k)

where the final k2 comes from the 92 in the Lagrangian when moving to mo-
mentum space, as always.

So there is our graviton propagator, in the weak field limit.

Newton from Einstein

Suppose we want to find the equation of motion corresponding to the action
given above

11 1
Sty = / d*x = [77 (&h“”f)*hw - 28Aha*h> - hWTW] . (10.83)
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To find the equation of motion for this theory we take the variational derivative
of Swie with respect to h*”.

We will rely on xACT to do this. Assuming that the rest has been setup
correctly, we will just define the effective Lagrangian, vary it with respect to

huv, and set everything to zero.

In[15]:= DefTensor [T[m, n], M4]

During evaluation of In[15]:= #** DefTensor: Defining tensor T[m,n].
In[16]:= DefConstantSymbol [G]

During evaluation of In[16]:= ** DefConstantSymbol: Defining constant symbol G|.

In[19]:= LagEff := (1/

2)*( (1/(32*Pi*G))*(CD[-1][h[LI[1], m, n]llx*
CD[1][h[LI[1], -m, -n]] - (1/2)*CD[-1][h[LI[1], a, -allx*
CD[11[h[LI[1], b, -bl]1) - h[LI[1], -m, -nl*T[m, n] )

In[20]:= LagEff

Out [20]= 1/2 (- hI

xAct ‘xTensor ‘LI[1], -m, -n]l T[m, n] + (-(1/2) CD[-11[
}}:AEct‘xTensor‘LI[ll, a, -al]]l cD[1][
zlEct‘xTensor‘LI[l], b, -bl] + CD[-11[
}}:lgct‘xTensor‘LI[l], m, n]] CD[1][

}:\ZIEct‘xTensor‘LI[l], -m, -n]1)/(32 ¢ \[Pil))

In[23]:= (VarD[h[LI[1], c, d], CD][LagEff*Sqrt[-Det\[Etal[11]/
Sqrt [-Det\[Etal[]]) == 0 /. deltal-LI[1], LI[1]] -> 1 //
ExpandPerturbation // ContractMetric // ToCanonical

We quickly find Since the stress-energy tensor is symmetric, we can combine

In20;= LagEff
Out[20]=
1 Lgynte viplP s ypleegipl o
Z|_pt qm, 2
2 e 326G
Inf23}= (VarD[h[LI[1], ¢, d], CD] [LagEff x Sqrt[-Detn[]]] /Sqrt[-Detn[]]) =0 /. delta[-LI[1], LI[1]] > 1//

ExpandPerturbation // ContractMetric // ToCanonical

outf23]=
1 Tge Va¥h'cq  Tea %V°h'E,

T o8 . =0
4 4y 32Gn 64Gn

T.q and Ty in the output to get the Euler-Lagrange equation of motion:

1

%(_m:lh,ul/ + n;th) - T,uv =0 (1084)
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Easy! Contracting this (i.e., taking the trace):

1
v —20h,,, JORY =T, | = —20h +40h) =T
Nu 327TG( v T My ) w 3271'G( + )
1
= Oh—-T
167G
=0. (10.85)
Therefore
Oh = 167GT = 167GV T),,,. (10.86)

And so plugging things back into the Euler-Lagrange equation we can find

1
Oh,, = —167G (TW - anT> (10.87)

In the static limit, Ty is the dominant component of the stress-energy tensor,
and so this equality reduces to

| V2 = 4nG Ty, | (10.88)

where the Newtonian gravitational potential is ¢ = hgg/2. We have just derived
Poisson’s equation for ¢.
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10.3 Massive Gravity
10.3.1 A Brief History

Massive gravity has a long-winded history. In 1939, Fierz-Pauli wrote down a
linearized massive gravity theory for massive spin-2 field hy,. (j = 2,m; =
-2,-1,0,1,2).

Later in 1970, van Dam, Veltman, and Zakharov (vDVZ) discovered what
called the vDVZ discontinuity. They showed that in the m — 0 limit, Fierz-
Pauli theory no longer agrees with GR.

Then, in 1872 Vainshtein studied non-linear Fierz-Pauli and found a screen-
ing mechanism where near some object like the sun for r < ry ~ (M/m*M32,)}/® =
A5 agreement with GR is obtained in the m — 0 limit.

In the same year, however, Boulware & Desen showed that in the nonlinear
regime, a ghost mode emerges (BD ghost).

In 2003, Arkani-Hamed et al wrote a expository paper on this theory. We
will spend some time on this paper.

Then, in 2010, de Rham-Gabadadze-Tolley (dARGT) found that for a special
non-linear potential in place of the Fierz-Pauli mass term the DB ghost goes
away. This new theory is valid up to As cutoff scale. This theory also has
self-accelerating solutions. This implies less need for dark energy.


https://arxiv.org/pdf/hep-th/0210184.pdf
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10.3.2 Quick review of Field Dimensions

Here we will quickly go over basic field dimensions. We first establish the natural
units: A=c=1. Withthis E~m ~p~w GeV.z ~t ~ 1/E. We will use

mass dimension m as units. With this.

The action looks something like
S = / d*zdtL.

S has units of A = J - s, so S has no units. So
[S] = [K]° = m°.

We can figure out field dimensions from S. Relativistically,

S = /d4x£.

The action is dimensionless, while [d*z] = [K]™*. So

Now suppose for the scalar field theory
L = 0¢pdp

schematically. Then because [9] = [t]~! = [z] 7! = [K], we find that

So, scalars have mass dimension of 1.

Next, we look at vector field theory with
L~ FE,
where
F,, =0,A, —0,A,.
Since [£] = [K]* and [0] = [K], we find

[Au] = [K].

(10.89)

(10.90)

(10.91)

(10.92)

(10.93)

(10.94)

(10.95)

(10.96)

(10.97)

(10.98)

So vector fields also have mass dimension 1. What about a mass term? Suppose

_ ! Ry
572 . 9O6 2m¢5.

(10.99)
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We see that [m] = [K] = m is consistent with [¢] = m and [£] = [K]* = m*.

What about gravity? What is the dimension of the metric? Well, we look
at

ds? = g, dX"dX". (10.100)
There are two units of length on both sides of the equation so
(9] = [K]°, (10.101)

i.e. assuming Cartesian coordinates, the metric is dimensionless. What about
the connections? Christoffel symbols have the form

'~ gdg. (10.102)
So
[ =[9] = [K]. (10.103)

Riemann curvature tensors look like

Riyg ~T? 40T + ... (10.104)
SO
[R%eq) = [K. (10.105)
So we find that
[Lgrav] = [R*,] # [K]*. (10.106)
It turns out that
(] ~ ——[R] = [K]" (10.107)
167G o ’ ’
This means
[G] = [K] 2. (10.108)

This says the Newton’s gravitational constant G has mass™2 units. With this
we can define
1
2
mpy

G

(10.109)

3

where mp; is the Planck mass. In GeV units, mp; ~ 10'9 GeV, which is very
large, making G very small.

Lastly, we notice that gravity has a dimensional constant in its kinetic term,
while other fields do not. This makes quantizing/renormalizing gravity difficult.
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10.3.3 Fierz-Pauli Massive Gravity

This section focuses on various aspects of Fierz-Pauli massive gravity. The
content is based on this paper by Kurt Hinterbichler. This is my exposition of
part II. of the paper, which gives an overview of the original Fierz-Pauli massive
gravity. I will follow the paper’s layout through and fill in the details wherever
I feel necessary.

The Action & Fierz-Pauli Tuning

Recall from earlier we have worked both ways to show the action in linearized
gravity (without 7),,) up to some overall constant factor is:

1 1
Szee = / dPz 5aAhWaAh,w - §8Ah6’\h — O\hM 0Ny + OFROY By .
(10.110)

This is the action obtained from Zee’s construction. But to stay close this paper,
I will use Sean Carroll’s action instead:

1 1
Ssc = / dPz — 5aAhwakW + Dphyn 0" B — 0, WM 9, h + 58,\h8*h.
(10.111)

This action is exactly the same as what Carroll has, up to index permutations.
We are familiar with this action, as it describes the (well-known by now)

weak field limit. The Fierz-Pauli action is just this with an additional mass
term:

/de - %mQ (hwh™ — h?) (10.112)

hence the name “massive gravity.” The full action, then, is

1
Spp = / dPzx — 5akhwaww + 0 hy 0¥ W

1 1
— 9, W™ O, h + 5aAhaAh = M (huh?” = h?)

(10.113)

We wish to show that this action describes a massive spin 2 field (5 d.o.f = 2s+1).
In the m = 0 case, we recover the linearized Einstein-Hilbert action with the
gauge symmetry:

Ohuy = 0u€, + Ouey, (10.114)


https://arxiv.org/abs/1105.3735
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where once again
Shy, = R, — By (10.115)

We have actually seen how the action can be constructed from this gauge sym-
metry.

With m # 0, however, the gauge symmetry is violated. It is clear that

5 | Lm? (R by + h?)

: %mQ [(9"€” + 0" €")hyy + W (D€ + Dy€,) — 617

m? [2(0"€” + 8" )y, — S(h* h",)]

m? [4(6“6”)h,“, — nuan”bé(h”“hl,b)}

1
2
1
2
%mz [4(0"€” Y hyr — Mpan”® {2(0"€“) by + 2(Dyer) R}
_ %mQ [4(0" €Y hyy — 4(0"€, )]

= 2m>*[(9"€")h,, — (0"€,)h], (10.116)

which is linearly independent with other terms in the variational Lagrangian
d0L. This says that

SL=0 < m?>=0. (10.117)

But obviously since we explicitly set m # 0, we must have that £ # 0 under
0hyy = Ou€y + Oy€y. So we say the mass term violates this gauge symmetry.

The relative coefficient —1 between h? and huh# contractions is called
the Fierz-Pauli tuning. This number is not enforced by any known symmetry.
However, any deviation from it, i.e., for any combination

R bt — (1 —a)h?, a#0 (10.118)

results in the action describing a scalar ghost with mass

ms = — m (10.119)

and negative kinetic energy in addition to the massive spin 2. We shall show
why this is the case with a 2-step argument partially inspired by A. Nicolis from
ICTP. In Step 1, we show that the Fierz-Pauli tuning has to be —1 to avoid
ghosts. In Step 2, we argue how the ghost of m?2 is obtained when a # 0 by a

g
Hamiltonian analysis, inspired by Kurt Hinterbichler and Greg Seyfarth.



http://indico.ictp.it/event/a11178/session/6/contribution/3/material/0/0.pdf
https://arxiv.org/pdf/1105.3735.pdf
https://digitalcommons.colby.edu/cgi/viewcontent.cgi?article=1721&context=honorstheses
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Step 1: To this end, we consider the action (without matter, i.e., TH” = 0)
of the form
1
S = / dPx [cm_oyhnm - §m2(hwh’“’ —(1—a)h?) (10.120)
The linearized equations of motion follow from varying the action with re-
spect to hy,. The linearized Lagrangian gives the Einstein tensor (without
matter) G, while the massive terms gives

g 1 2 v 2 _ } 2 (puv _ nv
S {2m (hyuwh (1—-a)h )} =5m (h (1 —a)hn* hy,)

%mQ (h* — (1 —a)n"”h). (10.121)

Covariantly, (to match the lower indices of G,,,,), this is

1
—§m2 (hyw — (1 = a)nuh) . (10.122)

So the equation of motion reads

1
G v dinear + 5m? (hyy — (1 — a)nuh) =0 (10.123)

(Notice that we have made no assumptions about dh,,, i.e., we are not assuming
the gauge symmetry 0h,, = du€, + O, €nu is satisfied. In fact, we just showed
that this theory violates this gauge symmetry.)

It is instructive then to compare this equation of motion to what we would
have for a massive spin-1 field A,:

O FM™ +mPAY = J". (10.124)
where
FHv = gt AY — 9 AF (10.125)

and J* is the current. A massive spin-1 particle has 2s +1 =2+ 1 = 3
degrees of freedom, which should show up in the J# = 0 equation of motion
as three wave solutions with independent polarizations. But we note that A*
has 4 components - one too many. However, because 0,0, F*" = 0 due to the
anti-symmetry of F'*” (we can verify this just by inspection), if J# =0 =
0, J" = 0 then we must have

m?9, A" =0 < 9,A" =0if m* #0. (10.126)

The divergence of A* being zero is a gauge fix which adds an extra constraint
on A", hence eliminating the fourth degree of freedom.
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Back to the massive gravity case. A massive spin-2 particle has 2s + 1 =
2x 241 =5 degrees of freedom. Now, because h,,, is a 4 x 4 symmetric tensor,
there are 10 independent components. However, when there is no matter, i.e.,
T =0, we actually have a gauge fix which obeys:

1
G + §m2 (hpw — (1 —a)nuh) =0

= o {G,W + %m2 (R — (1 — a)m“,h)} =0. (10.127)

But because the Einstein tensor G, is divergenceless in the absence of a source,
ie.,

"Gy =0, (10.128)

which follows from Bianchi identities involving the Ricci tensor and scalar. Of
course for the worrisome reader a quick check doesn’t hurt:

Lag := (1/

2)*((CD[-m] [h[LI[1], m, nl]l)*(CD[-n][h[LI[1], -c, c]l]) - (CD[-m]L[
h[LI[1], c, d]11)*(CD[-c][h[LI[1], m, -d]1]1) + (1/2)*\[Etallm,
n]*(CD[-m] [R[LI[1], c, d11)*(CD[-n][h[LI[1], -c, -d11) - (1/
2)*\[Etal[m,

n]*(CD[-m] [h[LI[1], ¢, -cl1)*(CD[-n][h[LI[1], 4, -d11))

CD[c][(VarD[h[LI[1], c, d], CD][Lag*Sqrt[-Det\[Etal[]11]1/
Sqrt [-Det\[Etal[]1]1)] /. deltal-LI[1], LI[11] -> 1 //
ExpandPerturbation // ContractMetric //

ToCanonical // Simplification

In20}= Lag
Out{20}=
1 o m led imng plc, L pmn g pledg pl 1 omngoplc 1d )
7 Veh'™y Vph'®d 4 vphl™® vynt © > e vphicdvnt B 7 gphic vahtdy
{
In21}= (VarD[h[LI[1], ¢, d], CD] [Lag * Sqrt[-Detn[]]] / Sqrt[-Detn[]1]) /. delta[-LI[1], LI[1]] > 1//
ExpandPerturbation // ContractMetric // ToCanonical
out21)=
1 1 1 1 1 1
-5 Va¥?hlcq + > VaVehly? + > VaVah'c? - 5 Ted VpVah2P + 5 Mea V59°nt?, - n VcVgh'e, - n VaVeh'?3,
In32}= CD[c][(VarD[h[LI[1], c, d], CD] [Lag * Sqrt[-Detn[]]1]/Sqrt[-Detn[]11)] /. delta[-LI[1], LI[1]] > 1//
ExpandPerturbation // ContractMetric // ToCanonical // Simplification
ou32}=

n (~7a929ah!C; + 2 729c9%h ¢ + 2 VaVeVah o2 - ,949°h 1%, - 2 VeVaVPh1y® + 2 VaVaVPh'S, - 2 VaVaTch!e?)

So yes 0"G,,, is in fact identically zero. Thus, we must have that

o+ {;m2 (hyw — (1 — a)nm,h)} =0 < lauh,w — (1= a)nud"h = 0‘
(10.129)

Next, just like how we can write

Ay, ~ et (10.130)
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for the wave solution to the spin-1 field where £, is the polarization vector, let
us write

huu ~ §;w€“mj (10131)

where £, is the graviton’s polarization tensor. With this we have

Euk! — (1 —a)f¥, k, =0 (10.132)

This is four equations for » = 0,1,2,3 which brings the number of degrees of
freedom down from 10 to 10 — 4 = 6 degrees of freedom. There is now one too
many. How do we get rid of this? The answer lies in the factor (1 — a) and the
contraction of G*¥.

Recall from (?7?) that

Guv = = (=0l + 850,87, + 950,17, — 04 0r0oh™ + 1 Oh — 8,0,h)

(10.133)

N |

which we have found by varying Linear in xACT with respect to h,,. We wish
to contract G, with xACT as well:

Lag := (1/

2)*((CD[-mJ[h[LI[1], m, nl])*(CD[-n][h[LI[1], -c, c]]1) - (CD[-m][
h[LI[1], ¢, d11)*(CD[-c]l[h[LI[1], m, -d411) + (1/2)*\[Etall[m,
n]*(CD[-m] [h[LI[1], ¢, d4]1)*(CD[-n][h[LI[1], -c, -4]]) - (1/
2)*\[Etal [m,

n]*(CD[-m] [h[LI[1], ¢, -c]1)*(CD[-n][h[LI[1], 4, -d11))

(VarD[h[LI[1], c, d]l, CD][Lag*Sqrt[-Det\[Etal[11]1/
Sqrt [-Det\[Etal[]]) /. delta[-LI[1], LI[1]] -> 1 //
ExpandPerturbation // ContractMetric // ToCanonical

\[Etal] [c,

d]l (VarD[h[LI[1], c, d], CD][Lag*Sqrt[-Det\[Etal([1]11/
Sqrt [-Det\[Etal[]]) /. deltal-LI[1], LI[1]] -> 1 //
ExpandPerturbation // ContractMetric // ToCanonical

Inf10)= Lag
out[10]=

1 1
5 ~Veh®, Vghto s VB v pt © o 7R yanted vunt, - > R unte, vahtdy

Inf11}= (VarD[h[LI[1], ¢, d], CD] [Lag * Sqrt[-Detn[]]] / Sqrt[-Detn[]]) /. delta[-LI[1], LI[1]]1 > 1//
ExpandPerturbation // ContractMetric // ToCanonical
outf11]=
1 1 1 1 1 1 1
2 Va9h'og + 2 VaVeh?y? + 2 VaVah'? 2 Neq VbVah'®® 4 2 Nea Vp¥°h'2, 1 VeVah'?, n VaVeh'?,

Inf12)= n[e, d] (VarD[h[LI[1], ¢, d], CD] [Lag * Sqrt[-Detn[]1]1] /Sqrt[-Detn[]]) /. delta[-LI[1], LI[1]] > 1//
ExpandPerturbation // ContractMetric // ToCanonical

out[12]=
VaVeh'ed s vavinte,

This reads nicely as

G =n"Gu = 0,0, —Oh (10.134)
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From the gauge fix in (10.127), we must have that
v 1 v
G=n" G/w = *§m277u [hm/ - (1 - a)nuvh]

= —%mQ[h —4(1 — a)h]

1
= 5m2(3 —4a)h (10.135)

If we choose a = 0, then it follows from this equality that

1
G = 5m2h (10.136)

and from (10.129) that
Mhyy —Oyh =0 = 0,0,k —Oh = 0. (10.137)

But these combined give us h = 0 <= h*, < ¢, = 0. Ahal With the
trace of £, being zero, the number of polarizations is now 6 —1 = 5, as desired.
This choice of the Fierz-Pauli tuning is now justified.

Step 2. Here we will show that when a # 0, the theory describes a massive
spin 2 and and a ghost scalar field with
2 _ 3—4da o

my = 5™ (10.138)

Let us first show the motivation for defining the ghost scalar mass in this fashion.
We have that (10.129) reads

0*hyy — (1 —a)n0*h =0. (10.139)

We wish to establish a relationship between [k and 0#9"h,, for reasons we
will see later. This means we should take 0" of the equation above. This gives

0"0"hyy — (1 — a)n,,0"0"h = 0. (10.140)
But this equation simply screams
0u0,h* — (1 —a)Oh = 0. (10.141)

Nice! Now, from (10.134) and (10.135) we also know that
1
0,0, — Oh = —§m2(3 — 4da)h. (10.142)

Therefore, we have from (10.142) and (10.141)

—%m2(3 —4a)h+0Oh = (1 — a)0h. (10.143)
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This simplifies to

1
—§m2(3 —4a)h = —ah. (10.144)

This equation is now begging to be put into Klein-Gordon form:

2a

(1m2(3 — da) + D) h=0 (10.145)

It only makes sense that we cast the mass term as mg. And whatever this theory
is, it is describing a massive scalar field with

m; = — m (10.146)

Our next task is to show this is actually a ghost field. To this end, we invoke
Hamiltonian analysis of Fierz-Pauli massive gravity with the (1 — a) coefficient.
We first cast the Lagrangian

1
L= 5am,,aww + 0 hy 0¥ W
1 1
— 9, W™ 9, h + 58,\h8*h = 5 (b = 1?) (10.147)

into Hamiltonian form. We start by Legendre transforming this Lagrangian
only with respect to the spatial components of the perturbation metric, h;.
The canonical momenta are defined as
oL oL

Mg = —— = ——F— 10.148
where 0 is just the regular partial derivative. To evaluate this, we can expand
out £ in terms of p = 0 objects and p =i = 1, 2,3 objects. If Greg Seyfarth is
correct, then (deep breath now):

L :%(hjk70)2 + (how,j)* — %(hjk,l)z = (hok.j)(hojk) = 2(hoj k) (hjk.0)
+ (hkg1) (Puge) + (hok,k) (hjj0) — %(hjj,o)(hkk,o) = (hoo,t) (hyj)
+ %(hjj,l)(hkk,z) + (hoj,j) (hier,0) + (Rjk,;) (hook) — (Rjk,j) (k)

1

- 5m? [ahgy — 2h3; + h3, 4+ 2(1 — a)hoohy — (1 — a)hij] .

To get these square terms in the Lagrangian it is necessary to integrate by parts
and cancel like terms. I will not try to reproduce this since it is purely index
manipulation.


https://digitalcommons.colby.edu/cgi/viewcontent.cgi?article=1721&context=honorstheses
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Varying this Lagrangian gives equations of motions. Varying with respect
to hoo gives

hijek = hikgx — am*hoo —m*(1 — a)hy — 0. (10.149)

Varying with respect to hg; gives
—hojkk + hokjk + hjk.ok — hiko; +m>hoj = 0. (10.150)

Varying with respect to h;; gives

0= hjkoo — hjku — (hojor + hok,0i) + (hik,i; + hujik)
+ 0% (2ho1,00 — hir,00 — hoo,it + Pmm,it — Rim,im)
+ hOO,jk - hll,jk -+ mthk -+ m2(1 — a)5jkh00 — m2(1 — a)éjkh”. (10151)

With this, the Hamiltonian is

H=1"hyo — L

1 1 1
= = (mjr)? — = (mu)® + 2hojmjk + 5 (Rjr)”
2 4 2
1
— hjrihij ke + hoohii,g — ihjj,lhkk,l — hjk jhoo.k + Pjk, Pk
1
+ 5m?[ahgo — 2h3; + W3, + 2(1 — a)hoohuh — (1 — a)hj).

After a number of substitutions that I won’t worry about too much here, the
final form of the Hamiltonian is given by

1 1 1 1 1
H =5 (mi)* = 7 (mu)* + 5 €ignhug)® = SPix + 5550

1
+ §m2[—ah2 + hiy 4 2hg; + h3)

where ¢, is the Levi-Civita symbol.

The terms in the square brackets correspond to the Fierz-Pauli mass term in
the original Lagrangian, while the rest of the terms come from the Lagrangian
that gives the original Einstein tensor. We are interested in the square bracket
terms when looking for ghosts in the theory.

When a = 0, the square bracket becomes
1 1
This term is positive-definite, which is good. But what about the other terms

in the Hamiltonian? Well, we know that the rest of the Hamiltonian comes
directly from the Lagrangian without the massive term. We also know that this
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piece of the theory is very well-behaved since we have a number of equations of
motions and constraints to keep the degree of freedom correct. Thus, to see if
the current theory contains ghost it suffices to look only at the massive term’s
contribution to the Hamiltonian.

Since we have already seen how a = 0 gives a well-behaved theory. Let’s
now consider a # 0. When a # 0, the modified Klein-Gordon equation looks
like

3—4
(— 5 e + D) h=O+ mg)h =0. (10.153)
a
Clearly the energy relation is
E? —p* = —m?, (10.154)

which has the wrong sign, i.e., the (ghostly) mass is imaginary. We might try
to remedy this problem by requiring that

3—4a 3
g >0 <= 0<a< T (10.155)

But this ensures that the coefficient of A2 in the term

1
§m2[—ah2 + hiy + 2h3; + b3 (10.156)

is always negative, rendering the Hamiltonian non-positive-definite. We also
can’t constrain h in order to bring the degree of freedom down from 6 to 5.
This means that when a # 0 we have (1) an imaginary mass, (2) non-positive
definite Hamiltonian, and (3) and extra degree of freedom in the theory. This
creates a ghost mode in the theory.
O
With that we have showed how the tuning a = 0 is justified, and how a
massive scalar ghost mode appears (with negative kinetic energy) in the theory
when a # 0. As a little aside, when a # 0 and a is small, the mass mg goes like
~ 1/a. This goes to infinity as the Fierz-Pauli tuning is approached, rendering
it non-dynamical.

Free solutions and Graviton mode functions

In this section we find the space of equations of motion, i.e. solutions to 65 = 0.
We will then show that it transforms as a massive spin 2 representation of the
Lorentz group, i.e. showing that the action propagates precisely one massive
graviton (we will understand what this means later). To this end, we consider
the Fierz-Pauli action with the correct Fierz-Pauli tuning:

1
Spp = / dPz — 5&mwaww + 0phyr 0" W

1 1
— 9, W O, h + 5aAhaAh = gm* (b =1%) . (10.157)
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Setting S = 0 < JdL/6h*” = 0, ie., the variational derivative of the
integrand with respect to the inverse metric perturbation A*" is zero. We can
readily to this in xACT:

LagFP := -((CD[-m]J[h[LI[1], m, nl]1)*(CD[-nl[

h[LI[1], -c, <c]1) - (CD[-m][h[LI[1], c, dl1)*(CD[-c]l
h[LI[1], m, -d11) + (1/2)*\[Etallm,

nl*(CD[-m] [h[LI[1], ¢, d]11)*(CD[-nl[h[LI[1], -c, -d11) - (1/
2)*\[Etal[m,

n]*(CD[-m] [h[LI[1], c, -cl1)*(CD[-nl[h[LI[1], 4, -d11)) - (1/
2)*M"2%(h[LI[1], m, nl*

h[LI[1], -m, -n] - (1 - 0) h[LI[1], ¢, -c)*h([LI[1], d, -d1)

(VarD[h[LI[1], c, d], CD]l[LagFP*Sqrt[-Det\[Etal[]111/
Sqrt [-Det\[Etal[]]) == 0 /. deltal[-LI[1], LI[1]] -> 1 //
ExpandPerturbation // ContractMetric // ToCanonical

to get
Inf45)= LagFP :=
-((CD[-m] [h[LI[1], m, n]]) * (CD[-n] [A[LI[1], -c, c]]) -

(ep[-m] [R[LI[1], ¢, d]]) » (CD[-c] [R[LI[1], m, -d]]) +

(1/2) *xn[m, n] » (CD[-m] [A[LI[1], ¢, d]]) * (CD[-n] [h[LI[1], -c, -d]]) -

(1/2) »xn[m, n] » (CD[-m] [A[LI[1], ¢, -c]]) » (CD[-n] [h[LI[1], d, -d]])) -

(1/2) *M*2% (h[LI[1], m, n] *h[LI[1], -m, -n] - (1-0) h[LI[1], ¢, -¢] *h[LI[1], d, -d])

In46}= LagFP

Out{46]=

1 1 1
- M (- hte, hMy e bl B 4 Vent®y vanted o vantee vant oo 5 77 Vuntod vant ¢ 5 77 Vuhl®, Vahtdy

in57})= (VarD[h[LI[1], c, d], CD] [LagFP % Sqrt[-Detn[]1]] / Sqrt[-Detn[]]) = 0 /. delta[-LI[1], LI[1]] > 1//
ExpandPerturbation // ContractMetric // ToCanonical // SortCovDs

out[s7]=

-M hlog e MP hR, Mg+ Va¥ihlog - VaVeh!q® - VaVah'ct + Mg VbVah'®® - Mg VpVPh'e, 4 Vaveh!?, = 0

which says

5% = Ohyy — 0200, — 0,8, + 1, 02058 + 8,0, h — 1, Oh
— m2(h,ﬂ/ - npl/h)

—0. (10.158)

Okay, to get what constraints this equation gives us we first let 9" act on
this equation:

CD[c][(VarD[h[LI[1], c, d], CD][LagFP*Sqrt[-Det\[Etal[1]1]/
Sqrt [-Det\[Etal[]1])] /. deltal-LI[1], LI[1]] -> 1 //
ExpandPerturbation // ContractMetric //

ToCanonical // Simplification

Ini71}= CD[e] [ (VarD[h[LI[1], ¢, d], CD] [LagFP * Sqrt[-Detn[]]] / Sqrt[-Detn[]11)] /. delta[-LI[1], LI[1]] » 1//
ExpandPerturbation // ContractMetric // ToCanonical // Simplification
out[71]=

1,
-M? Vchly® + Vevav3hlsC + 5 (Va¥3Vah!®, - 2 VaVe¥¥hly® - 2 VaVeVah1®® + V,vav3h1C, + 2 M2 Vah'C, - 2 V4V, V2h1C, + 2 V4VaVch1o?)

Looking at this expression (which equals 0) for a while we can see that all terms
without the m? factor cancel, which makes sense because O*G v = 0 where GH¥
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is the Einstein tensor in the massless case. This expression then just simplify to

O by, = Dyh =0 = 90" —9"h =0 (10.159)

Plugging this back into the equation of motion, we find

0 = Ohyy — ONOuh>, — 001, + 103050 + 0,0 h — 1 Oh — m? (B, — Ny h)
= Ohy — 0,0y — 90,0 hay + 10030 M + 0,00k — 1, 0h — m? (hyw — 0 h)
= 0Ohpy — 0,0,h — 0,0,h + 0B + 0,0,k — 0BT — m? (B — 0 h)
= Ohy — 0,0,h — m*(hyw — munh). (10.160)

So we have

Ohyw — 0,000 — m? (b — nuh) =0 (10.161)

Contracting we find that
0= 0" (Ohyw — 0,0,h — m*(hyy — nuh))
=0Oh —0Oh —m?*(h —4h) <= h=0. (10.162)

But this just says
Ny = 0yh =0 = (O —m?)hy, = 0. (10.163)

And so just to summarize, we have

(O-mPhw =0; huw =0, h=0 (10.164)

It turns out that these three equations and the original equation of motion
0L = 0 are equivalent statements. However, when put into this form (involving
three simple equations), degree-of-freedom-counting is much easier. For D = 4,
the first equation describe the evolution for a ten-component symmetric tensor
h. The second equation reduces 4 more d.o.f. The last equation sets the trace,
hence killing the last d.o.f, making h,,,, have only 5 d.o.f. In total, we are left with
the 5 real space d.o.f of a 4-dimensional spin 2 particle (5 =2s+1=2x2+1).

Next, we wish to solve for h,,, firstly from the Klein-Gordon equation. This
turns out to be a reasonably easy differential equation whose general solution
has the form

M (x R (p)eP® + h“”*(p)e_ip“] (10.165)

)= [ |
V (2m) 2wy,
Here p are the spatial momenta:

wp = V/p? +m?, (10.166)




10.3. MASSIVE GRAVITY 137

and the D momenta p# are on shell so that p/ = (wp, p). We then express the
Fourier coefficients h*(p) in terms of basis symmetric tensors indexed by A:

R (p) = ap xe" (P, \) (10.167)
where
@ (p,\) = Li(p) L (p)e* (k, A). (10.168)

Here L#(p) are boosts of the form

i i 1 ij
Li(p) = 6; + ?(7* )p'p’

Ip
i Pi
Li(p) = LY(p) = T=5v2 - 1
p|
0 pO 9 m?
Ly(p) =~ = —= Ip|” + gy (10.169)

such that the momentum k is taken from k* = (m,0,0,0) to p where p* =
LH(p)k®. This stand boost choose for us the basis at p, relative to that at k.

With 0,h*" = (0/0z")h*" = 0 we have

V(p)eip‘x + hm/*(p)e—ipw} }

_ _dp .
0‘8“{/¢W“L

dip A

= [ ————— |ip,h* (p)e™*" + h.c.

/ O (il (p)e c|
= p, " (p)=0
= L} (p)ks (ap e’ (p,A\) =0
= koL (p)LE(p) L% (p)e*’ (k,A) =0
= ko063 (p)LY(p)e™’ (k,\) =0
= ko L5(p)e* (k,A) =0
= kot (k,\) =0
— ‘kué“”(k, A) :o\ (10.170)

We also have the condition h = 0, which implies

d
0= ’7“"/ Wdﬂ %W; [ (p)e™™ + W* (p)e 7]
= Nuwap € (p,A) =0
= NuwapaLh(p) L5 (0)e’ (k,A) = 0
= ... (requires writing out when oo = p, 8 = v, etc.)

— [0 (k,\) = 0 (10.171)
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These two conditions imply that ¥ (k, A) is purely spatial, i.e.

ek, \) = e (k,\) =0 (10.172)
ie.,
00 0 0
v 0 Ell El2 613
=1y a2 22 o3 (10.173)
0 €13 €23 533

and that e*¥(k, \) is traceless, i.e.,

ek, \) =0 (10.174)

Hence, this basis is a collection of d(d+1)/2 symmetric, traceless spatial tensors
with index A =1,...,d(d+1)/2.

We demand further that this is an orthonormal basis:

& (k, e, (k,A) = (10.175)

(some things about group theory here... in order to make conditions work
for p and not k..., i.e.,

pue” (P, A) =05 M (p,\) =0 (10.176)

I will get back to this later)

In any case, the general solution h*”(x) can now be written in term of the
new p-dependent basis:

M (x (P, \)e™* +af e (p, Ne P (10.177)

dd
1= | s S
(2m)92wp
The Propagator

There is a treatment of the F-P propagator in A. Zee’s book which I have re-
produced in one of sections in Gravity as Field Theory. But in any case, I will
reproduce the derivation here (plus some details) following Hinterbichler’s paper.

The recall the full Fierz-Pauli action:

1
Spp = / dPz — 5emwa*/w" + 0, hya 0" W

1 1
— 0,h" O, h + §8Aha’\h - §m2 (hywh™ — h?)

(10.178)
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We wish to write this action in the form
1
S = /d% §hwowﬁha5 (10.179)

so as to resemble quantum field theory where the action appearing in the gen-
erating function

z— C/@Mei,f d'alld] g3 AT = o7t [ d'ed'yI(@)D=u)J (W)  (10.180)

where J(-) is the source and D(x — y) = A~! is the propagator and A is the
original differential operator in the Lagrangian. By analogy, the graviton propa-
gator Dyg ;. is defined to be the inverse of the second-order differential operator
Orv2B The goal of this section is to obtain an expression for Dag, .-

We wish to turn Spp into the form involving Orv:aB where OHB ig some
operator. The comma here doesn’t mean (covariant) derivatives of any kind. It
is there just to remind us that pv and a8 can be treated as two (pair of) indices.
To write the action this way we are required to integrate the integrand of Sgp
by parts so that every term in the resulting integrand looks like hWO“”""ﬁ hap

where (2P is some operator. There are five terms so let’s hope things don’t
get out of hand (they don’t). The first term can be re-written as

/ d%% (—OrhW O H) = / d%% (hy O 0 P hop)
= / d%% (hWDn(“an”)Bhaﬁ) (10.181)

where the little brackets denote the symmetry in p ¢ v, meaning that we can
swap u and v as we please.

The second term is the trickiest:
/ dPx (8,hun0" ") = / dPx (—hy0,0" k)
= / APz (=R 0%0"n P hag)
= / dPx (b (—0"0°n"? — 9”9 + 9°0 ) hog]
- / dPz {hm, (—2(9(“0(%7”)/@) +a“aﬁnﬂ”> haﬁ]

- / dPz [h,w (—zawa(an”)ﬁ) +aaaBnW) haﬂ],
(10.182)

where we're treating p and v are one pair and « and 8 as another pair. The
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last three terms are quite easy:
/ dPz (—0,h" 9,h) = / dPz (h*9,0,h)
= / APz (hyuw0"0" 1P hagp)

= / dPx (hyu 0"0 1ash™?) . (10.183)
/ Pt 8Ah8A / dPx 8Ah8A h)
:/de%(thh)

/ (= Ry B0 0 hap)

dP m (= O nagh®?) . (10.184)

—m2

D m? v D v 2
/dxf7(hwh“f P2 = (B — )

2
& —— [P (10" = 0"11°%) hag]
[hm/ (TIWT]DB - 77“”77&[3) haﬁ]
2

:/dD m
2

2

— [ qPe T
/ T
—m 3} )
475 e s i,
(10.185)

Putting everything together we have

O 5 = (nan”s = 1" nap ) (O = m?) = 2000y + BaDsn™ + 09" nas

(10.186)

This operator O is a second order differential operator. By the symmetry in
the index-pairs: pr and af3, we have the following property:

OHvaB — oviaB — puv.ba — prmba (10187)

There’s nothing surprising about this. It is just a fact that might be useful later.

With this operator, the equation of motion can now be written succinctly as

oL

=M P, = 10.1
S o =0 (10.188)
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Recall in QFT where the propagator D is defined as the inverse of the differ-
ential operator A, we do the same thing here and define the propagator Dug, o
as the inverse of Q8.

OB, = % (645 + 650%) (10.189)

which obeys the same index symmetries as O.
To derive an expression for D, we first write O in momentum space:
Oﬂuaﬂ (8 - Z-p) - _ (n(ltanl’)ﬁ _ 77“"77aﬁ) (p2 + m2)
+ 2p(“p(a77")3) = Pappn™” — PP " Nap (10.190)
where 9 — ip denotes replacing 0 by ip when we go to momentum space.

Upon inspection, we can solve for D and find

—q 1 1
Dasor = ———— | = (PaoPsr + ParPsy) — ——— PagPy 10.191
e e 2( 8x + PaxPso) 5 qlesbox ( )
where
PaP
Pag =g + mf. (10.192)

I won’t into the details about how we can obtain this. I will just say that we
can readily verify that D is indeed the inverse of the O, in momentum space.

When the momentum is large, the propagator behaves as ~ p?/m?* (rather
than 1/p? in the meson theory, say), and so we can’t verify if the theory is
renormalizable or not using the conventional power counting method. We will
see later how to overcome this difficulty by rewriting the theory in a way in
which all propagators go similar to ~ 1/p? at high energy.

We might learn something from comparing this propagator to the propagator
in the m = 0 case. In the m = 0 case, the action can be written as

1
Sm=0 = / dPx ihws“”’“ﬂhag (10.193)
where now the differential operator £ is just the operator O evaluated at m = 0:

LC/‘.U'Vaﬂ — (Qlllloéﬁ (m _ O)

— ( (;Lanl/)ﬁ _ nlwnaﬂ) 0— 23(“5(a77y)5) + aaaﬁn/w + apavnaﬁ
(10.194)
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This propagator also inherits the usual index symmetry: p <> v and a < £.
Letting £ act on some symmetric tensor Z,g we find

guwaBZaB _ 5Wa5 zoB
= {(n(uanV)ﬁ _ n“”naﬁ) — 26(#a(anu)ﬂ) + DO + auaunaﬂ} 7B
= 02" — Y07 — 200 00" 5 2°° + 010" Z + 11" 0a 0 Z*°

=02 — 07 — 2010, 2V + 0¥ Z + 0" 05 2.
(10.195)

Now, recall that the m = 0 action has the gauge symmetry
Shyuy = Op€ey + Ovey, (10.196)

which is broken when m # 0, which implies that the operator £ is not invertible
(has non-trivial kernel, i.e. there are distinct solutions to the same problem).
In order to find the propagator (of equivalently the inverse of the differential
operator), we must impose a gauge. We in fact have seen this gauge before
in Zee’s and Sean Carroll’s treatment of massive gravity. The necessary gauge
condition is called the harmonic gauge or de Donder gauge or Lorenz gauge:

1
0" hyy — iayh =0. (10.197)
We also know that in this gauge the equation of motion reads
1
Ohyw — im“’Dh =0. (10.198)

The Lagrangian associated with this gauge condition has an additive gauge-
fixing term

2

1
Lap = — (8”}1#,, — 28Hh> , (10.199)
which we also have seen in Zee’s treatment. This term actually follows from the
Faddeev-Popov gauge fixing process, but I won’t go into too much detail here
(for reference, please refer to Gravity as a Field Theory in one of the earlier

sections).
When we write the gauge-fixed action as
1 -

S = / dPx (L+ Laor) = / dPz §hw(’)“”’°‘5ha6 (10.200)

where, from our results in Gravity and Beyond

1 1
L+ Lap = =500 Oy + LOND!, B,

1 1
= SO — ZhOh (10.201)
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where some slight discrepancies in the signs of the Lagrangian here and in the
earlier sections arise due to whether we vary £ with respect to h,,, or h*¥ (proof:
a quick check in xACT). The second inequality is obtained from integrating the
first line by parts (hence the minus signs).

With this, the new differential operator is (compare this to what we found
earlier and see that they match!)

77/1,04771/5 4 77;1,3771/(1 o np,una,@

OB = 5 (10.202)
Going to momentum space and requiring
OmeBp g o\ = %(555; + 6706, (10.203)

i.e., that D is the inverse of the O, we find (once again we can check with Gravity
and Beyond to see these results match up to a factor of ¢ or a minus sign due
to the identity convention):

—1 |1 1
Da oA — o5 |5 Uac o o) — aBT)o 10.204
Bor = 3 5 (Mactpr + Naxtlse) = 55— Maplox ( )

Notice that this propagator grows as ~ 1/p? for high energy, which is good,
except this is the massless case. Comparing this result to the massive propaga-
tor, and ignoring terms that blow up when m — 0, we observe a difference in
the coefficient of the last term, even as m — 0. When D = 4, it is 1/2 for the
massless case and 1/3 for the massive case:

—_ s —— = massive

D-1 4-1
1 1
7%7

D3 1 5" massless (10.205)

DN = W =

This is the first hint of the vDVZ discontinuity (and various other problems
that arise later).
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10.3.4 Fierz-Pauli Massive Gravity with Source
General solution to the sourced equations

In this section we introduce a source into the action and repeat what we did in
the source-free case: writing down the action, finding the equation of motion
and the constraints described by it.

First, we add a fixed external symmetric source 7" to the action:

1
SFP = /de — §8Ahlw3)‘h“” + 8;,,]711/)\(9yhuA

1 1
— 0, W 9,h + EaAha*h - §m2 (huwh™ — h?) + khy, T*

where

k=M, P2 (10.206)

is the coupling strength to the source, chosen in accord with the general rela-
tivity definition T"" = (2/4/—g)6L/dg,. as well as the normalization dg,, =
260,

The equation of motion now becomes (upon varying £ with respect to h,
and setting the variational derivative to zero):

—KT =0hyy — 060N, — 020, B, + 10305 h
+ 0,0, h — 1Ok — m? (hyw — N h) (10.207)
When m = 0, in which case we must have the conservation condition
oM, =0 (10.208)

since 0" acting on the right-hand side when m = 0 gives zero. When m # 0,
however, 0"T),, # 0. In fact, letting 0" act on the entire equation we find the
condition

Y
8“}1#11 - &,h = ﬁauTuy (10209)

whose left-hand side follows from earlier works. This is the equation of motion,
whose solution can be written as a sum of a particular solution and a homoge-
neous solution.

Plugging this back into the equation of motion we find
Ohuy — 0,0,h — m? (hpw — nuh)

= — kT + —5 [020,Tox + 020, Tx — 100,0, T | (10.210)

K
=
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Contracting this gives

Oh —Oh —m? (h— Dh) = —kT + —= [T + T — D9,0,T"]  (10.211)
m
ie.,
K k D —
S — T 10.212
h m?(D —1) mt D — 6 % (10-212)

here D is the dimension of the space we are working with. I suppose we can
assume we're working in 4-dimensional spacetime, so D can be set to 4, but not
necessarily. The term 8,,0,T"" can be abbreviated as 091", denoting a double
divergence.

Plugging this h into (10.209) we find

pwp R Kooup 8D~
Oy =~y T+ 50T 2= 2000m| (10213

Finally, we want to know what (O — m?)h,,, looks like. It turns out that (I
won’t go into the details here because it is relatively easy to find this):

1 0,0,
(l:’ - m2)h’HV = — K |:T;U'V - ﬁ (771“, - ;2 T>:|

L 020, Ton + 020,y

_% <77W (D - Q)ama ) 88T} (10.214)

These three boxed equations are the three constraints analogous to what we
have found before, except here a source is present. We can also see that, just
as before, these three equations combined is equivalent to the original equation
of motion.

We can go a bit further and contract the last condition to find

K L Kk D —
m?(D —1) m*D—1
f

(O —m?) (h + 88T) (10.215)

But of course the function f here is zero because of the first condition, so there’s
nothing new here. However, we can look at things differently and assume that

(O-m?)f=0 = f=0. (10.216)

Under this assumption the first condition is implied, and so is the second condi-
tion. With this, we may obtain solutions by Fourier transforming only the third
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boxed equation. Solutions can also be obtained by applying the propagator to
the Fourier transform of the source (since the propagator is in momentum space).

We are often interested in sources that are conserved, i.e., 9,7*” = 0. When
the source is conserved, and under the assumption (0 —m?)f =0 = f =0,
we are left with a single equation:

1 0,0,
(I:l — mQ)h/M/ = —K |:71“/ — m (77”” — ;712 ) T:| (10217)

The general solution for a conserved source is then

dPp . 1 1 PP
_ 1pT _ |24
hoole) = [ e {T“”(p) 5= (e + )T(p)}

p2 + m2
(10.218)
where
T (p) = / dPze= T (1) (10.219)
is the inverse Fourier transform of the source.
Solution for a point source (m # 0)
We will now focus to D = 4 so that
p= MPD2_ 1 (10.220)
P MP

We consider as a source the stress tensor of a mass M point particle at rest at
the origin:

T (z) = M &} 65 6° (%) (10.221)

In momentum space this is

TH (p) = QWMégégé(pO) = T(p) = nuT" (p) = 2 Mnood(p°) | (10.222)

upon taking the Fourier transform of the T*¥(x).

This source is conserved, by inspection. Using (10.218), we find (using the
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metric convention 7, = (— + +4)

147

poote) = 37 [ ol Too(s) — * (o + 28) 70
00 = Mp (27T)4 p +m2 00 3 TIoo B P
1 dp . 1 2
=My e T = P03 (2w Mgoos
MP/(27T)4 p? +m2[00 3(00+ 2)(7T 1000 (p° ))]
M d'p ip 1 (g P(Q) o’
- ipxT L 1 Do 5
ir | G e ") + 5 | 507)
1
2M d )
= L (")
3Mp J (27)* p? 4 m?
2M [ &P gy 1
= x : 10.223
3Mp (27r)3€ p2 + m? ( )
Thus we have
2M dp . 1
h P 10.224
oo(z) SMp (27r)36 e ( )
We also have
1 d4p 2 1 1 Popi
h ‘ =~ Mo e ik Y 7 T
0i(2) Mp / (2m)4"  p2 +m?2 [ 00(p) 3 (770 T2 ) (")
1 d'p ipe 1 1 (popi
= - Toi(p) — 5 21 Mijoo
MP/(%)“e p2+m2[°(p) s(m)<” 7000 (p ))
1 dp ipr 1
_m/(2ﬂ)4e p? + m? [0+0]
=0 (10.225)
and so
hoi(z) = 0 (10.226)
And finally,
1 d*p 1 D
.. - ipx - DiDj
hu(x) Mp / (2%)46 p2—|—m2 { ij (771] ) )]
1 d'p 1 DiD;
=, o ~ (6 + =5 ) (2 Mnood
MP/(27T)4e p +m2 { 3( it )( mMnood(p ))
M d4 i DiPj
= 7'p 6 J
3Mp / @3 P2 +m2 (0 + ) ")
M

/ éjr)?’ e

= 3Mp
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So,

M d3p ) 1 Dip
hii = Ppx (51 ‘ ]) 10.22
i) 3Mp (27r)3e p2+m2 \'" + (10.228)

Recalling (??) in From field to particle, we have actually done the hgo(x)
integral. So we will just write (by analogy)

2M &p 1 2M 1 e7™"
h — ip-x = — 10.229
@) =53 | @€ prm? T 3Mpin r ( )
which suggests going to spherical coordinates with r being the norm of the vec-
tor ¢, i.e., r = /z;27, integrated from 0 to co.

To evaluate the h;;(x) integral, we can differentiate under the integral sign
the integrand of ho0(x) without respect to z* and 7 to bring down p; and p;:

. a 1 —— 1 . 1
0,0; [ e — — ) =9, |ip;ePor" —— | = —p,p;eP™ )
J (6 pﬂpﬁ T m2> |:ij€ pgpﬂ T m2 pipj€ p2 n 2
(10.230)
This, with r = /x,z%, gives
3 ip-xX
/dp e'P pzpjz_aa/ pipx 1
(27-[-) 2 + m2 2 + m2
5‘1-8-—
Tdr  r
9.0 1 e~mMVTar® 0.9 1 e—m\/naga:o‘mﬁ

TAr Sxoz® Tan \ /naﬁxaxﬁ

1 e ™ (mr+1
-0 | () o fagenar

—_————

I [r
_ 5 (1 (e (mr4+1)\ 27
T A r2 T
1

[ e~ (mr+1)\
- _9, S U N7
()
i _emmr ( 2 4 3mr + 3) 71‘], N e—mr(mr + 1)5ij
471' ’]”4 r /,43
1 e ™ |1 1
=1 T—z(l +mr)d;; — T—4(3+3mr+m2r2)xixj
L LI¥
1e™ [1
= — 1 il - 10.231
4 v 2 pz (L mr)dy — & ( )
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Thus we have

M 1 e ™ 1 ' Y7
hij(x) = ——— 4 61— 1 1 - 24
i) 3Mp { Tar ( * m27“2( +mr)) m? }
M __ie*mrl—i—mr—i—mzﬂiﬁij
a 4

3Mp r m2r? m2

(10.232)

Putting these results into the expressions for hgg, hoi, and h;; we find

2M 1 e™™"
h = ——
00() 3Mp4r r
hm(?”) = O
M 1 e ™ [1+4mr+m?r? 9 o
hij(r) = T - dij — " (3 4+ 3mr +mro)x;x;

We note the Yukawa suppression factors e™""" characteristic of a massive field.

Now that we have all the components of h,,, for future reference, we will
record these expressions in spherical coordinates for the spatial variables. Using
the identity:

[F(r)6ij + G(r)zx;] da'da? = [F(r) + r*G(r)] dr* + F(r)r®dQ*| (10.233)

which can be readily verified using r = \/npz®2?, we can rewrite the line
element in spherical coordinates as

Ry dxtdz” = hoo dz®dz® + 0 + 0 + hyj do'da?
2M 1 e ™"

= dt?
3Mpdrn r
—_—
-B(r)
LM LT [1d mr 4+ mPr® 3+ 3mr + m?r? darida?
_ ii = T, X ax
3Mp4m r m?2r2 ! m2r !
M 1 e ™ 14+ mr+m?r? .
= —B(r) dt? — 0;; dxtdx?
(r) + 3Mp 4w r m2r? J v ar
A(r)
M 1e™ 1 9 9 i
_3MPE r m2r4(3+3mr+m7")l‘ixjd$dl'j
G(r)

= —B(r)dt* + [A(r) + r*G(r)] dr* + A(r)r* dQ?
M 1 e ™ 2(mr+1)
3Mp4r r m2r2
c()
= —B(r)dt* + C(r)dr® + A(r)r* dQ*. (10.234)

dr? + A(r)r? dQ?

= —B(r)dt* —
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To summarize: we have successfully written h,, () line element in spherical
coordinates hy,, (x) — by, (1)

Ry datdz” — B(r) dt* + C(r) dr® + A(r)r? dQ? (10.235)
where

2M 1 e~ ™"

B =5
2M 1 e ™ 1+ mr

C(r)=— —

(r) 3Mpd4n r m?2r?
A(r) M i e~ 1 + mr + m2r?

- 3Mpdmr r m2r2

When r < 1/m these expressions reduce to

2M 1
B(r)= -~
(r) 3Mp 4rr
2M 1
Clr) = " 3Mp drm2r3
M 1
Alr) =
(r) 3Mp 4mm2r3

Solution for a point source m =0

For comparison, we compute the point source solution for the massless case as
well. We choose the Lorenz gauge (or harmonic gauge) as before

1
0" hy — 58,,]1 =0, (10.236)
in which the equation of motion simplifies to
1
Dh/,w - inpuljh = _"{T,uu (10237)

which can be easily obtained by taking into account for an addition source term
in equation (10.198). Contracting this equation gives

2

D
Uh — EDh =—kT = Uh= D 2/€T (10.238)
which upon back-substitution gives
1
Dh’l“’ = —K |:T:U'V — M'I’]#VT] . (10239)

With these, we can solve (10.237) by Fourier transforming (just as we did before
with the sourced solution with m = 0):

D
e) = [ e L D) - gnnt)| | (10200
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where
T (p) :/dee—iP'-TTl“’(x) (10.241)

is the Fourier transform of the source. We can readily see this is a solution by
evaluating Clh,,,.

When D = 4 and T#"(z) is a point source - a point particle of mass M at
the origin of the same form as before:

TH (z) = Moy 6% (x) <= T (p) = 2r M8 s55(p°), (10.242)

then the general solution we found (10.240) tells us that

hoo(r) = M @’p eip'"i = M1
2Mp | (2m)3 p?  2Mp 4nr
hoi(r) =0
M Pp .1 M 1

ip-x _

hi' = — —= i‘—iiéi*.
i) =500n | @Et . pr% T 3y T

For later reference, we record his result in spherical spatial coordinates as well.
Using the same identity

[F(r)6ij + G(r)zx;] da'da? = [F(r) + r*G(r)] dr?* + F(r)r®dQ*  (10.243)

to get spherical coordinates we find a metric of the form

by datda” = —B(r) dt* + C(r) dr* + A(r)r? dQ? (10.244)
with

M 1

B(r) = ~ oMy dnr
M 1

C(r) = 7 Inr
M 1

") = 90 T

The procedure for obtaining this is exactly the same as we just did for the
m # 0 sourced equation, except things are much simpler because we don’t have
the z;z; term to worry about. One can verify this just by inspection.

The vDVZ discontinuity emerges

In this section we introduce the vDVZ discontinuity which results from the
studying a solution to the point-source + mass gravity problem. A more de-
tailed treatment of the vDVZ discontinuity (including its origin) will be provided
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in later sections where we discuss the Stiikelberg’s trick/formalism.

We wish to show how the vDVZ continuity comes about in the simple prob-
lem of massive gravity 4+ a point source. To this end, we extract some physical
prediction from the point source solution. Let us assume we have a test particle
moving in this field, and that this test particle responds to h,, the same way
that a test particle in GR responds to the metric deviation 6g,, = (2/Mp)h..

Given h,,, of the form

—2¢(r)
hyw = Mp —29(r) our) (10.245)
—2¢(r)
hoo/Mp = —2¢(7")
hij/Mp = —21(r)d;;
hoi/Mp = 0 (10.246)

then the Newtonian potential experienced by the particle is given by ¢(r). Why
is this true? We can refer back to the chapter on the weak field limit of GR
(in the GR notes) and find that following the definition of acceleration a = V&
where ® is the Newtonian potential,

dr

a

X (At EX 1
N dr

1" (Dyhoo) dat : (10.247)
dr? arz g (oo '

where we have naturally set ¢ = 1 and using the fact that the geodesic equation
for light in this limit reads

e G axvdxe d2x* L dX°dx°% J2xw p [ dt 2
0=—=+T), ~ + 100 = +Too | 7=
dr? dr dr dr? dr dr dr? dr
(10.248)
with
u 1 -1
oo = 3N (Oohgo 4+ Ooheo — Oshoo) ~ -5 0o hoo- (10.249)
With this, we see that because
1 ., -1 -1
a ~ 577 (agh,o()) = 75 J(ajhoo) = 7Vh00 (10250)

And so it makes sense that hgg, or the function ¢(r) in our example, is respon-
sible for the Newtonian potential.
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Furthermore, if

¥(r) = yé(r) (10.251)
where v is called the parameterized post-Newtonian (PPN) parameter, then if
—k

resembling the inverse-square potential, then the angle for the bending of light
at impact parameter b around a heavy source is given by

2(1+~)GM

10.2
; (10.253)

d:

We shall verify, derive, and apply this result. We will first consider the massless
gravity case to derive the expression, then apply it to the massive case.

Verification & derivation of (10.253) for massless gravity: This derivation will
rely on Sean Carroll’s Chapter 7, Spacetime & Geometry. We have obtained
the general expression for h,, for massless gravity in the previous section. For
convenience, I will reproduce them here:

by~ M [P L M1
2Mp | (27)3 p?  2Mp 4nr
hoi(z) =0
M [ dp .1 M o1

ip-X

i(@) 2Mp (277)36 p2 Y 2Mpdmr ¥

We can just read off ¢(r) and ¢ (r) from the expressions of hy,, using 1/M3 =
167G:

M 1 -GM
o) = S amr [P0
M 1 -GM
() = —— — 65, = 10.254
hl](,r‘) 2MP 471‘7461'] = w(?ﬂ) r ( 0.25 )
So, v =1 and thus we expect the bending angle to be
4GM
o= dGM (10.255)
b
We wish to verify this. To this end, we revisit h,,, “formally”:
—2¢(r)
_ —2¢(r)
Py = —24(r) (10.256)
—2¢(r)
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Now consider the path of a photon (or any massless particle) through this ge-
ometry. We want to solve the perturbed geodesic equation for a null trajectory
x#(X). The geometry we consider is shown as follows:

Figure 10.1: A deflected geodesic z#(\), decomposed into a background geodesic
2(O# and a perturbation z(M*. The deflection angle & represents (minus) the
amount by which the wave vector rotates along the path. A single mass M with
impact parameter b is depicted, although the setup is more general.

It’s important to remember that we consider the metric perturbation as a
field defined on a flat background spacetime. With this, we can decompose the
geodesic into a background path plus a perturbation:

2P (N) = 2Or () 4+ z(WE()) (10.257)

where of course z(®#()) is just the null (straight) path which solves the flat
background geodesic equation. We want to solve for z(D#(X). To do this, we
assume that the potential ¢ is approximately constant along the background
and true geodesics, i.e., x(19;¢p <« ¢. This is reasonable assumption, since
(MK () is necessarily small.

For convenience we denote the derivative of the vector of the background
path as k*, and the derivative of the deviation vector as I*:

dz(o)u_ dz(Dr

k= "= 10.2
o x (10.258)
The null path obeys the condition:
o, dotds”
— I X
d (x(o)ﬂ + x(l)lt) d (x(O)V 4 x(l)l’)
= "y hJ,D
(M + ) dax dX
= \ (M + o) (K + 1) (7 +17) (10.259)
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At zeroth order we only have
Mkt =0 = (K°)° =¥ = ¥, (10.260)

This defines the constant k. At first order, we have

W k1 + hy kK =0 = | —kI® + 1k = 2k2(r) (10.261)

since (k0)2 = k2 = k2. Now, we turn to the perturbed geodesic equation:

A2zt dz? dx®
T — — =0. 10.
d\2 PTdN d\ 0 (10.262)

With 7, = diag(— + ++), the relevant Christoffel symbols are

0 = Too = 8¢
%), = 0;10i¢ — 605 — 0ij O, (10.263)

The zeroth-order equation simple tells us that z(D# is a straight trajectory,
while at first-order we have

A _pu pere (10.264)
dx '
When p = 0, we have
a _ —2k(k - V) (10.265)
dx '
while the spatial components read
dl ) -
Sl=2 (V-9 e
= OV b= | —2%? (V¢ s VQS)E) (10.266)

where V 1 denotes the gradient of ¢ along the deviation and ﬁH denotes the
gradient of ¢ along the path.
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Next, we notice that
di°
0 _ i
Y= / ) d\
—2k/(12§.v¢>) dX
dz©
-2 .
k / < N V(/)) d\
= 2k / Vo - di®

—2k / 0p¢ (& - &) dz'®
= —2ko. (10.267)

We can fix the constant of integration by demanding that I <= ¢ = 0. It
follows from (10.261) that

[k =2k + ki°
=2k%¢ — 2k%¢
—0. (10.268)

Thus k L l_; to first order. This makes intuitive sense if we think about it a little
bit.

Now, the deflection angle & is the amount by which the original spatial
wave vector is deflected as it travels from a source to the observer. It is a
two-dimensional vector in the plane perpendicular to k (by figure) and hence is
(anti)-parallel to I. And by the figure, we can write

AT
a = — (10.269)
where the minus sign accounts for the fact that the deflection angle is measured
by an observer looking backward along the photon path. The rotation of the
wave vector Al can be calculated using (10.266):

- dl
Al'= [ ——dX
/ dx
= —2k? / —2k%V | ¢ d. (10.270)

And with s = kX denoting the physical spatial distance traversed we have

G = 2/6@ ds (10.271)
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We also have

-GM -GM

r) = = () = —, 10.272
o) = =1 = ol) = =1 (10272)
and
- d - GM -
Vb= — b= ——" b 10.273
Putting everything together, followed by a change of variables, we get
*° dz 4GM  2(1+1)GM
v =2GMb = = 10.274
“ /_oo ®2+22)32 b b ( )

and so v = 1 as desired. The integral from —oo to oo assumes that both source
and observer are very far from the deflecting mass.

What if the form of h,, is

—2¢(r) -
_ —2v(r
Py = —9(r) ? (10.275)
—2v¢(r)

It is not difficult in this case to recalculate the Christoffel symbols, again using
n = diag(— + + +) for consistency:

Fgo =09
L%y =7 (6;50;0 — 6:ir0; — 60k ) . (10.276)

Repeating the procedure in the previous paragraphs we find from the null path
condition (10.259) at zeroth order

M kPR =0 — kK =k = (k°)° (10.277)

and at first order, because (k0)2 =k = k2,
2k 1Y+ h kPR =0 = —kl® +1 k=201 +9)k*p(r).  (10.278)
This factor of (1 + +) will reappear when we find the spatial component di, JdA

since it is embedded in the new Christoffel symbol Ffw (I know this must be
true, but I won’t verify...)

dl -
o= 20+ k*V L ¢ (10.279)
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From here and the rest of the procedure, this factor (1++) is carried throughout
(even to the part where we show [ L k) and eventually end up in the final
integral:

. > dx 21 +v)GM
a=2(1+ y)GMb[m CEEaTe ; (10.280)

So we're done with the massless case.

Application of (10.253), massive gravity:
In the massive case, the metric h,, has the form

2M 1 e™™"
h = ——
o) = Sipar v
hoi(r) =0
M 1 e ™ [1+mr+m?r? 1 9 9
hij(r) = SMpdr v - 8ij — - (34 3mr 4+ mr°)z;z;

which is not quite the right form to read off the Newtonian potential and light
bending. To simplify things, we notice that while the massive gravity action
is not gauge invariant, we assumed tat the coupling to the test particle is that
of GR, i.e., this coupling is gauge invariant. We can argue that we are free to
make a gauge transformation on the solution A, and there will be no effect on
the test particle. To simplify the metric above, i.e. hopefully making it more
“uniformly diagonal” we can go back to the general expression for h;;

M ’p 1 Dipj
y — ip-x j )
his (@) 3Mp / (27r)3e p? +m? (5” + m? ) (10.281)

and notice that the term p;p;/ m? is pure gauge. This means under some gauge
transformation, we can ignore this term (why?). With this, our metric is equiv-
alent to the metric:
2M 1 e7™"
hoo(r) = ———

00(r) 3Mp4r r
hOi (’I") = 0

M 1 e ™

hij(r) = c=——

* (r) 3Mpdr r

(10.282)

In the small mass limit, this metric becomes

2M 1
hoo(r) = —— ——
00(r) = 33 Tnr
hoi(r) =0
M 1
his () = 3hgs 1 0
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which means when we read off the fields ¢ and ¢ we find

2M 1 4GM
Mool = B3 T |90 = T3
M 1 2GM

hij(r) = Mm(sz‘j = |Y(r) = T3, (10.283)

for massive gravitons.

The Newtonian potential ¢ is larger then for the massless case. The PPN
parameter is

G (10.284)

IEOHE

and thus the magnitude of the light bending angle for light incident at impact
parameter b is reduced by 25%:

(1+1/2)GM  3GM , 4GM
b = 7

.2
o=

(10.285)

when we scale ¢ so that it matches with the Newtonian potential, even in the
massless limit (note that this formula is obtained from the massless theory, so
we can only use it here in the massless limit).

What this all means is that linearized massive gravity, even in the massless
limit, gives predictions which are order 1 different from linearized GR. This is
the vDVZ discontinuity. It is present in other physical predictions as well, such
as emission of gravitational radiation. Sean Carroll’s Chapter 7,Spacetime &
Geometry goes over how to derive gravitation radiation (gravitational wave),
but we won’t worry about that.
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10.3.5 The Stiickelberg Trick

There are a number of ways the Stiickelberg trick has appeared in literature.
Some refer to it as an approach or trick. Some don’t even refer to it at all. In
this section, we look at some approaches to introducing and using the Stiikelberg
trick in the context of massive gravity.

We have seen that there is a discontinuity in the physical prediction of linear
massless gravity and the massless limit of linear massive gravity, known as the
vDVZ discontinuity. We will see explicitly that the correct massless limit of
massive gravity is not massless gravity, but rather massless gravity plus extra
degrees of freedom. The extra degrees of freedom are a massless vector and
a massless scalar, which couples to the trace of the energy momentum tensor.
This extra scalar coupling is responsible for the vVDZ discontinuity.

Recall the Lagrangian:

1

1 1
— 0, W 9,h + 58Ahakh — 5m2 (huwh? — h?) + Kby, TH

Taking the m — 0 straight away here does not yield a smooth limit, since
degrees of freedom are lost. To find the correct limit, the t¢rick is to introduce
new fields and gauge symmetries into the massive theory in a way that does not
alter the theory. This is called the Stiickelberg trick. Once this is done, a limit
can be found in which no degrees of freedom are gained or lost.

Motivation

The goal of the Stiikelberg trick is to make a massive theory gauge invariant.
As we have seen, the massive term in the Fierz-Pauli action breaks diffeomor-
phism. The Stiikelberg mechanism is the introduction of new field(s) to a reveal
a symmetry of a gauge-fixed theory.

In general, dynamical tensors K, transform under diffeomorphisms as

K/J,D — Kuu + LSK/LU
= Ky + (0,6") Ko + (0,€*) K oy + €200 K - (10.286)

However, nondynamical background K uv obeys
Ky = K. (10.287)

In the context of massive gravity, in the nonlinear regime, we want to couple
a mass to g,,. But we also want to avoid ¢g"”g,, = 4, so we must introduce a
nondynamical background K,,, such that the mass terms become ~ (K*g,,)?,
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which break diffeomorphism.

Stiikelberg’s trick puts back diffeomorphism invariance while introducing 4
scalars ¢%,a = 0, 1,2, 3 such that we gain/lose no degree of freedom. To do this,
we can replace

Ky () = 0,0°0,8" Koy (6()). (10.288)

Here ¢° is a dynamical scalar with which we can restore diffeomorphism in-
variance in the theory. (We will see later why we would like to make this
replacement /definition.)

How is diffeomorphism restored? Well first we can fix
P = oo, (10.289)
where z® is literally just the coordinate, such that
0,9" = 046, = dy,. (10.290)
So we have
0,00, ¢" Kap(9) = 0000 Kap
= K, (z). (10.291)

So we see this choice of gauge fixing gives the desired transformation. Next,
suppose we look at excitations of the form

¢* =55 (z“ + 1) (10.292)
where ¢ are fields that are like th Nambu-Goldstone modes, then
0 = b, + 0,7 o
=0y, + 07", (10.293)
With this,
0,0, " K op = (6 + 0,m®) (85 + 8, 7" Kop (2 + )
~ (6, + 0, (85 + 0, m) (Kap + 700 Kap(x) +...)
~ Ky + (0,7 Koy + (0,1 Ky + 706K, + ... (10.294)

up to first order in 7. The first approximation is just an affine approximation of
K,p. This puts the Nambu-Goldstone modes back into the theory with explicit
breaking, when 7# are like Nambu-Goldstone modes. This turns out to have
local symmetry. We can always gauge fix so that 9* — 0 and get back the

original theory.

A lot of this seems very arbitrary and sort of “out-of-nowhere.” But rest
assured, as we will see what we are actually doing by introducing ¢* and how
this trick works in the next section.
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The Stiickelberg’s Trick - a Vector Example (Hinterbichler)

To see how the trick works, we consider a simple case of the theory of a massive
photon A,, coupled to a (not necessarily conserved) source J,:

1 1
S = /de = 1w " = §m2A”A“ + A, TR (10.295)
where of course
F,, =0,A, - 0,A, (10.296)

is the anti-symmetric EM stress-tensor. The mass term break the would-be
gauge invariance:

Ay = Ay +0,A > §A, =0,A, (10.297)

and for D = 4 this theory describes the 3 degrees of freedom of a massive spin
1 particle. The propagator for this theory is given by

—i PuPv
P Lm? (77;w + 2 ) (10.298)

which is not quite as nice as the usual massless photon propagator (Maxwell
theory) due to m # 0, and is similar to ~ 1/m? for large momenta. This prop-
erty invalidates the usual power-counting arguments.

The limit m — 0 of the Lagrangian above is not a smooth limit because
we lose a degree of freedom: for m = 0 we have Maxwell’s EM theory which
propagates only with 2 degrees of freedom. Also, the limit fails to exist unless
J# is conserved.

Here’s how the Stiickelberg trick works. The trick consists of introducing
a new scalar field ¢ such tat the new action has gauge symmetry but is still
dynamically equivalent to the original action. It will give a different m — 0
smooth limit such that no degrees of freedom are gained or lost.

Let us begin by introducing a field ¢ by making the replacement:
Ay — A+ 0,9 (10.299)

following the pattern of the gauge symmetry we want to introduce. This is not
a change of field variables, a decomposition of A,, nor a gauge transformation
(remember, this new theory breaks gauge invariance). Rather, we are creating
a new Lagrangian from th old one, by the addition of a new field ¢. F),, is
invariant under this replacement because the replacement is similar to a gauge
transformation under which £}, is invariant. The only thing that changes is
the mass term and the coupling to the source. Following some simple algebra,
the action becomes

1 1
S = /de = " = 5m2 (A, 4 0,0)° + A JP — ¢d,J"  (10.300)
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where we have integrated by parts in the coupling to the source. The new action
now has the gauge symmetry:

§A, =0,A; 6p=—A. (10.301)

By fixing the gauge ¢ = 0, called the unitary gauge, we recover the original
Lagrangian:

1 L1
S = /de = Fw P = §m2AHA“ + A" (10.302)

This tells us that the action with ¢ = 0 and ¢ # 0 are equivalent theories. They
both describe the 3 d.o.f of a massive spin 1 in 4-dimensional spacetime. The
new Lagrangian just has more fields and symmetries. Pro tip: when introducing
new fields, make sure to introduce new symmetries so as to conserve degrees of
freedom.

The Stiickelberg trick uses redundancy (introduces new fields as well as new
symmetries) to fix theories. The Stiickelberg trick adds and removes extra gauge
symmetry in a way that does not mess with the manifest Lorentz invariance and
locality.

Now, consider the new theory again:
1
S = /de - fF VEM = om? (A, + 0u9)” + A J* — ¢d,J".  (10.303)
By normalizing ¢ — m™'¢, we get
D uy m® A AM A O 1 Iz A JH 1 iz
(10.304)
The gauge symmetries after this normalization is:
0A, = 0,A; 0¢p = —mA. (10.305)
Now, consider the m — 0 limit. If 8,J* # 0, i.e., the current is not conserved,
then when m < 1, the scalar field ¢ couples strongly with the divergence of

source, and the limit does not exist. This requires us to assume the current to
be conserved: 0, J* = 0. This implies the new theory in the m — 0 limit is

1 1
L= = B " = 20,00" ¢+ A", (10.306)

endowed with the gauge symmetries (m = 0):

§A, =0, §p=0. (10.307)
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The degrees of freedom turn out to be conserved in the limit. For D = 4 two of
the 3 degrees of freedom go into the massless vector,and one goes into the scalar.

We can fix a Lorentz-like gauge:
0 A" +m¢ =0 (10.308)
which along with the gauge symmetries: 04, = Jd,A; d¢ = —mA satisfies

(O0—m?)A = 0. From Fadeev-Popov, we add a this gauge fixing term (which is
zero) to the action to get

1
S+SGF=S+/dD$ —5(8HA“+m¢)2

1 1 1
= /d% 3 Au(0 - m?)AF + 200 - m?)é + A, J" — —$0uJ"

(10.309)

From there, we can pick out the propagators for A, and ¢ in momentum space
respectively:

— Ny —1
D S L () ——— 10.310
4, (P) Zrmt s(P) i me ( )

These go as ~ 1/p? at high momenta. So, we are able to restore good high
energy behavior of the theory propagators.

Graviton Stiickelberg’s Trick & The origin of the vDVZ discontinuity
(Hinterbichler)

Now, let us consider the massive gravity action, which is made up of the massless
piece, plus the mass term, plus the source coupling term:

1
S = / AP Lon—o — 5m? (R b — B?) + Kby, T (10.311)

We want to preserve (or restore(?)) the diffeomorphism:
0hyy = Opey, + Oue, = 06 (10.312)

present in the m = 0 case, so we introduce a Stiickelberg field A, patterned
after the gauge transformation/symmetry:

[Py = hy + 9, A, + 0,4, (10.313)




10.3. MASSIVE GRAVITY 165

What does the action look like following this transformation? Some quick ma-
nipulations give

1 1
S = / 2w Lo = 5m? (huh! = h%) = Sm?Fy, P

—2m? (hy, 0" AY — hd, A") + kh,, T — 2kA,,0, T

where we notice that £,,—9 term is invariant under this transformation (since
it is the originally gauge-invariant Lagrangian). Other terms are not invari-
ant under the transformation above in h,,. We also note that we are setting
F,, =0,A,—0,A,, and that we integrated the last term by parts to bring the
0 inside to act on T"” instead of on A,,.

Just as before, we observe two gauge symmetries:
Ohyy = 0uey + 0vey;  6A, = —€p. (10.314)

Fixing the gauge A, = 0 gives back the massive gravity action (without extra
fields, etc.). At this point, if we try to repeat what we did before: rescaling
Ay — m_lAu, we will fail because when the m — 0 limit is taken, we end
up with a massless graviton and a massless photon for a total of 4 degrees of
freedom - one less than the desired value of 5.

Instead, we go further and introduce a Stiickelberg field ¢ and consider the
transformation:

Ay — Ay + 0,0, (10.315)

under which the action above becomes:

1 1
S = / dPx Lo — 3™ (P = h2) = Sm® Fyp P

—2m? (hy, 0" AY — 1, A*) — 2m? (h,,, 010" ¢ — h)
+ Kkh T — 2kA,0,TH + 2k¢00T

where
00T = 0,0, T". (10.316)

With the introduction of the scalar field ¢, we must also include two more gauge
symmetries to the theory, giving 4 total gauge symmetries, which follow from
the redefinition (10.313)

Ohyy = Oue, + Ovey
0A, = —¢,

0A, = 0,A

0p = —A.
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Once again, by fixing the gauge ¢ = 0 we get back the previous Lagrangian.

Now, we scale:

6= —30. (10.317)

The action changes accordingly as

1 1
S = / APz Lon—o — 3™ (P = h2) = Sy P
— 2m (hy, 0" A — hd, A") — 2 (hy,,0"0" ¢ — h¢)

2 2
Ay T = =R ALD, T 4 =5 k00T,

and the gauge transformations become:

Ohyy = 0u€ey + Ouey

0A, = —me,
0A, =0, A
0p = —mA.

which is quite obvious since we just rescaled things. Now, in the m — 0 limit,
we can see that A, and ¢ are strongly coupled to the divergence of the source 0T
and 00T. So suppose that the source 7' is conserved, in which case 9,7"" = 0,
then in this limit the theory takes the form

1
S = / dPx Lo — ng,F’“’ — 2 (hu, 09" ¢ — hOg) + khy, TH | (10.318)

This theory has 5 degrees of freedom: a scalar-tensor vector theory where the
vector is completely decoupled (A, is completely contained and isolated in the
F,,, term) but the scalar is kinetically mixed with the tensor (the mixed term
is the one with h,, and ¢).

To unmix the coupling between the tensor field h,, and the scalar field ¢
we introduce a field definition:

By = Bl + T (10.319)

where 7 is some scalar field. Under this field substitution, the massless La-
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grangian becomes:

1 1
Ly—o(h) = —iﬁkhwakh*‘” + 0, hun 0V R — 8,k O, h + 5aAhaAh

1

= Lim—o(h") + (D —2) |0, m0"h — 9,70, A" + i(D —1)0,mo" | .
(10.320)
Now, by setting
™= i(b, (10.321)
D -2

we can unmix the h — ¢ coupling in the original Lagrangian. After some sim-
plifications, we obtain the new action following the field substitution:

1 D2 2
S = /le' Lm:()(h/) — §F‘;LVF# - 2ﬁau¢a#¢ + Iih;LDT“ + mliﬂsT

(10.322)

The gauge symmetries in this theory are

(5h’w = 0u€, + Op€,

§A, =0
A, = 0,
5¢ = 0.

which follow from the field redefinition (10.319). With D = 4, there are 5
degrees of freedom: two in a canonical massless graviton, two in a canonical
massless vector, and one in a canonical massless scalar.

However, notice that there is still a coupling between the scalar ¢ and the
trace of the source T (even) in the m = 0 limit. This is the origin of the vDVZ
discontinuity. When we consider the trajectory of light, we set T" = 0, so this
does not affect the bending of light. However, this extra scalar degree of freedom
affects the Newtonian potential. We actually have seen this earlier. To reconcile
the disagreement in the predicted bending angle of light & ~ 4GM /b # 3G M /b,
we will have to rescale the gravitational constant G which affects the Newtonian
potential.

In the m # 0 regime with not necessarily conserved source, under the field
redefinition:

2
h/“/ = h’;,w —+ m¢ﬁuu (10323)
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which follows from setting = = 2¢/(D — 2), the full action is given by (ready?)

1 1
S :/dDSCLm:O(h,) o 57712 (h/ hl/u/ o h/2) _ 5Fm/Fﬂu

nv

D-1 D ., y y
+25—50 (D + 5 5™ ) ¢ —2m (h,, 0" A" — h'0, A") + kh),, T"

+ 2% (m*HW ¢+ 2me0, A") +

2 L2
D— QHQST — EI{AHaVT# + ml‘i@baaT

(whose verification is left as an “index-swimming” exercise to the reader). This
theory has the following gauge symmetries:

(5h:“, = 0u€y + Ope, + %mAnW

0A, = —me,
0A, = 0,A
6¢p = —mA.

It looks like the gauge symmetries has drastically changed, but if we look care-
fully there is not much going on here. From the field redefinition we can see
how the first gauge symmetry is obtained:

2

2
Py = Wy + 5 Bl = Ohi, = S, = 5 (56)

2
== a,ueu + aue,u - m(&f))mw

2
= 8/1«61’ + 8V€M + mml\nw (10324)
which follows from the fact that
0p = —mA (10.325)

after defining A,, — A,,+8,¢, and rescaling 4,, — (1/m)A,, and ¢ — (1/m?)¢.
In any case, these are minor details we don’t have to worry about too much.

Now, remember that in order to find the propagators for these fields (scalar
¢, vector A,, and tensor h,,), we must be able to invert the differential op-
erators that correspond to each field in the Lagrangian. Since there are gauge
symmetries, these differential operators don’t have trivial kernel (i.e. not invert-
ible). This requires some gauge-fixing to allow for operator inversion. There are
2 gauge conditions we would like to fix: one in A and one in €,. These are
the residual “degrees of freedom” that we need to eliminate for things to be
invertible.

We can try to fix the ¢, symmetry first. From the gauge symmetries, we
observe that if we say

1
0" lyy = 50ul +mA, =0 (10.326)
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then we can fix the €, symmetry up to a residual transformation satisfying
(O —m?)e, =0, (10.327)

which is good, except it is invariant under A transformations. This requires
fixing the A symmetry. We observe that by fixing

1 D-1
AF W 42=——¢ | = 10.32
Oy +m(2h+ D2¢> 0 (10.328)
we fix the A symmetry up to a residual transformation satisfying
(0 —m?)A = 0. (10.329)

Thus, we impose the following gauge conditions:

1
"My = 30l + mA =0

1 D-1
p SH 42 ) =
0, A +m(2h +2 _2¢> 0

Once we have these two gauges, we can add the following gauge-fixing terms
(which are just zeros by gauge-fixing)

1 2
Sar1 = /dDiU - (auh;w - §auh’ +mAu> (10.330)
and
1 D-1)\1?

to the full action (just as we have done before with the original harmonic gauge)
to obtain

S+ Scr1+ Sare = /de thw (O —m?) '™ — ih’ (O-m?) h/}
2 D -1 2

v 2 2 L2
Kh:wTM + D 2H¢T - EK’ANaIIT# + mlid)aaT

Recall that the sole purpose of doing this is so that we can write the integrand
(the Lagrangian) in terms of the fields and propagators (refer to the part about
gauge harmonic for details). In other words, by adding these gauge-fixing terms,
we in effect “diagonalize” the action.
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With the action in propagator form, we can read off the propagators of h;w,
A, and ¢ respectively:

—q 1 1
D _ L - 10.332
[h](p) ot |2 (laoTisn + Naxnipe) = 5—5Maplor | - (10.332)

1 —in,.
D[A|(p) = = — 10.
[A](p) 502 e’ (10.333)
D—-2 —i

Dl¢l(p) = (10.334)

4D —1)p2+m?

which all behave as ~ 1/p? at high momenta, so we can apply the usual power-
counting methods. These propagators might look a bit unusual, but when we
set D =4,

- 1
D[h|(p) = Zm§ [Maonpr + Naxnpe — Naplor] s (10.335)
1 =i
D[A](p) = 557+ m2’ (10.336)
and
D)) = = ——— (10.337)
Pr= 6 p2 +m? '

we see that these are the propagators we have seen before, and the differential
operator-containing terms in the action can be written as

/ P2 ] O] (10.338)

for each corresponding field f (scalars, vectors, tensors, etc.) where O is the
inverse of the spatial propagator D[f](z). I won’t worry too much about the
details here, because we’re not getting any new insights.
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10.3.6 Nonlinear Massive Gravity

Up to this point, we have studied only the linear theory of massive gravity,
which is determined by the requirement that it propagates only one massive
spin 2 degree of freedom. We now turn to the study of the possible interactions
and non-linearities for massive gravity.

Massive General Relativity

Recall the original Einstein-Hilbert action for gravity:

1

S T

/d%,/—ng /de\/—gM]%R (10.339)

where R is the Ricci scalar, and Mp = 1/47G is the Planck mass. By Hin-
terbichler’s convention, however, M3 = 1/87G, so we will be following this
convention and write

1 D
= — V= 10.34
S 2%2/d T gR (10.340)

where k = 1/Mp in Hinterbichler’s convention.

What we want in a full theory of massive gravity is some nonlinear theory
whose linear expansion around some background is the massive Fierz-Pauli the-
ory. This theory is no longer GR (or Einstein gravity) in general, because we
no longer have an obvious gauge invariance constraint.

Our first modification to the original GR is adding the Fierz-Pauli term to
the full nonlinear GR action. Doing this implies that all nonlinear interactions
are due to GR. The addition of the Fierz-Pauli term is given by

1 1
S = ﬁ /dDw |:‘/—gR — 1/ _g(o) Zm2g(0)ﬂag(0)yﬁ (hp,VhOéB _ huahl/ﬁ)
(10.341)
where
h/l.l/ = Guv — QI(PV) (10342)

The Lagrangian now explicitly depends on a fixed metric g,(f)y), called the absolute
metric, on which the massive graviton h,, propagates. This means contraction,
raising, and lowering of indices of h,, are done via ¢ pv, and not 9uv, Which is
the full metric. This is similar to what we had before, where 7,,, was responsible
general “index-manipulation.” The presence of this absolute metric in the mass
term breaks the diffeomorphism invariance of the Einstein-Hilbert term.
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Varying this action with respect to g, (the full metric, NOT the perturba-
tion h,,, ), we find the following equation of motion

1 m?2
0=1/—g (Rw _ 2ng) + ‘/_g<o>7 (g(O)uag(O)VﬁhaB _ g(O)aﬁhaﬁg(O)W>

(10.343)

(Fun Exercise: How was this found?) We see that because we're varying
with respect to the full metric g,,,,, which contracts (and raises and lowers, etc.)
the indices of R,,,,, we just get back the Einstein tensor G = R — (1/2)Rg"”
for the first term in the action. The second term is bit more tricky. I will get
back to how we take the variational derivative of the second term with respect
to g, later when I have time. We actually don’t have to worry too much about
this result, since we are interested in a much more general Fierz-Pauli potential.
In addition to this, we will later see that we can in fact raise/lower indices of h
using g, except we must also find the correct relationship between the coefli-

cients in the gfﬁ) and the g, variational derivatives.

In any case, we observe that if the absolute metric g,(ﬁ,) satisfies the Einstein

equations, then gfg,) = g" <= hy, = 0is a solution. In this case, we just
get back the original GR. When dealing with massive gravity and more compli-
cated nonlinear solutions thereof, we can have two background structures. On
one hand, we can have the absolute metric, which breaks diffeomorphism. On
the other, there is the background metric, which is a solution to the full non-
linear equations, about which we may expand the action. Often the solution
metric we are expanding around will be the same as the absolute metric, but if
we were expanding around a different solution, say a black hole, there would be
two distinct structures: the black hole solution and the absolute metric.

We are interested in more general interactions beyond the action provided
above. We will be adding interaction terms with no derivatives, since these are
most important at low energies. The most general such potential which reduces
to Fierz-Pauli at quadratic order involves adding terms cubic and higher in h,,
in all possible ways. With this, we write in general:

s=L [4py {\/gR - misz(g(O),h) (10.344)

2K2

The interaction potential U is the most general one that reduces to Fierz-Pauli
at linear order. The power series representation of this potential U is given by

2
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where just as before
Ua (9, 1) = g% (B hap — huahus)
- g(O)”O‘g(O)”Bhwhag _ g(O)ua h,mg(o)”ﬁhl,g
=[h?] =[h]?
= [n?] —[n)® (10.346)

and further
Us(g©, h) = C1[h3] + Co[h?][R] + Cs[h)?
Us(g®, h) = Di[h*] + D3 [h®][h] + D3[h?)? + D4[h?][h]? + Ds[h]*
Us (9, h) = Fy[h®] + Fa[h*][h] + Fs[h®][h]* + Fa[h®][h?]
+ F5[h*1P[h] + Fs[h?][h)® + Fr[h]®

(10.347)
The square bracket indicates a trace, with indices raised with g(®#¥:
[h] = g(O)WhW,
[hQ] — g(o)‘“’hwg(o)“ﬂhw
(10.348)

The coefficients Cj are generic. Note that the dimension of dk in Un(g(o), h)
whenever n > D is actually redundant by 1, not n, because of Cayley-Hamiltonian
theorem, which guarantees that existence of combination of the contractions
(the combination that is the characteristic polynomial £ (h)) that annihilates

Un(g,(lo)). This means one of the coefficients in U, (¢(*), h) whenever n > D can
be set to zero.

For convenience, we will want to reorganize the terms in the potential by
raising and lowering with the full metric g"” rather than the absolute metric
g9 so that we get a common factor of /—g in the action. Under this
“traéaiformation” we can write the action in terms of the new potential V (g, h) =
U(g\9, h):

1 D L o
_ b - _- 10.34
S 5,2 /d x [\/ g (R m Vg, h)ﬂ (10.349)
where just as before:
N
V(g,h) = Vulg,h) = Valg, h) + Va(g. k) + Va(g, h) + Vs(g, h) + ...
n=2

(10.350)
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with

Va9, h) = ¢"*"® (huwhap = huahus)
= guagyﬁhuvhaﬁ _guahuagy'@hVﬁ = (n*) — (n)*
=(h?) =(h)?
(g,h) = C1(h®) + Co(h?)(h) + C5(h)*
(g:h) = D1(h*) + Do (h®)(h) + D3(h*)* + Dy(h*)(h)* + D5(h)*
(9,h) = Fi(h®) + Fa(h*)(h) + Fs(h*)(h)? + Fu(h®)(h?)
+ F5(h?)*(h) + Fs(h*)(h)® + Fr(h)®

S

(10.351)

where the angled brackets are traces with he indices raised with respect to g*”
(not g(Y* anymore). It does not matter if we use the full or absolute metric, as
long as we correctly relate the coefficients of the two by expanding the inverse
full metric and the full determinant in powers of h,, raise with the absolute
metric. The full metric in terms of a power series in A is:

g = g _ ppv L pEA R AR TR Y (10.352)

We can actually verify this in xACT with the following commands:

Per = Perturbed[gO[a, b]l, 3] // ExpandPerturbation
FirstOrderOnlyl = h([LI[n_], __1 :> 0 /; n > 1;

Per /. FirstOrderOnlyil

The first command gives the 3rd order perturbation of ¢g"”. Now, we want to
express the inverse of g, = gfg,) + h,, as a power series in h*¥. The problem is
the first command in xACT gives us the full expansion including higher pertur-
bative h,, terms, which we don’t want. This is where the first command comes
in and sets every h*” of order higher than 1 (in the perturbation sense, not
powers of h) to zero. The third command applies this condition to the output
of the first command and gives:

in931= Per = Perturbed[g0[a, b], 3] // ExpandPerturbation

) 1 . ) . .
ouesE g032 —e plaby > e? (2 e e

o |

63 (76 hlac hlcd hldb+3 hlfb h23f+ 3 hlae hZeb’ h3ab‘J

ings)= FirstOrderOnly = h[LI[n ], __] » 0/; n>1;

inj96]= Per /. FirstOrderOnly

out[9e]= goab e hlab+62 hlac hlcb*EB h‘lac h‘lcd hldb
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By setting € = 1 we get the desired expansion above. Presumably we should
be able to get expansions to very orders of h this way. Let’s try order 5:

in[104)= Per5 := Perturbed[g0[a, b], 5] // ExpandPerturbation

(105 = Per5 /. FirstOrderOnly
Out[105]= goab _e hlab+62 hlac hlcb*EB h'lac hlcd hlder

4 5 ]
< hlac hlcd hlde hleb*E hlac hlcd hlde hlef hlfb

in more readable symbols:

gw/ _ g(O)NV _ hab + hachcb . hachcdhdb + hachcdhdeheb _ hachcdhdehefhfb 4.
(10.353)

We also need to expand the determinant. Hinterbichler says:

1 1 1
V=g=1—-g© {1 + §h -3 (h“"hw — 2h2> +.. } (10.354)

but I will need to reproduce this somehow, by hand or by xACT. (Exercise)

We also have the following useful identity:

(") = (-1) (l * 7; - 1) [hlF7] (10.355)

for writing the determinant of g,,, as an expansion in h,,,.
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Spherical solutions and the Vainshtein radius

Next, we look at static spherical solutions. Let D = 4, and for definiteness we
pick the action

1 —1
S = @ /de l:\/ng - _g(o)szg(O),uozg(O)uﬁ (hul/ha,ﬁ - huahl/ﬁ)]
(10.356)

where the mass term is minimal. We will attempt to find spherically symmetric
solutions to the equation of motion

1 m?
0= V=g ( R ng) o (502G @5 — g O 5O
(10.357)

which we took for granted (good to check/reproduce). We will also assume that
the absolute metric is Minkowskian:

gl(l«(z)/)dxudmy = —dt* + dr? + r2dQ? (10.358)

where we're using the (—,+,+,+) convention. We thus consider a spherically
symmetric solution (hopefully a good ansatz) whose line element is

Gupdrtda” = —B(r)dt* + C(r)dr? + A(r)r?dQ?. (10.359)

Here we're of course assuming (and hoping) that our ansatz works and is diag-
onal, or else we will get mixed r,t, ) terms in the line element.

Next, we recall the identity:
[F(r)6;; + G(r)wx;lda'de? = [F(r) + r*G(r)]dr® + F(r)r?dQ*.  (10.360)

Based on the ansatz, we have the following:

C(r) = F(r) +2G(r) (10.361)

Now, we recall from last time where we found a spherical solution to the eas-
ier problem involving h,,. We started with the matrix elements hqg, ho;, and
hi; and expressed these in terms of the appropriate F'(r),G(r), —B(r). Here
we’re doing kind of the reverse process where we’re starting with the spherical
ansatz. Now, we wish to use the equations of motion to write down the rela-
tionship among these spherical solutions F'(r), G(r), —B(r). How do we do this?

Since we’ve assumed the solution is diagonal, we can rely on the tt,rr, and
06 = ¢¢ equations of motion. In order to get the desired results in the end, we
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can set
goo(r) = —B(r)
goi(r) =0
9ij(r) = A(r)d;; + G(r)ziz; (10.362)
and define
C(r) = A(r) + r*G(r). (10.363)
As matrices:
—B(r)
[G0] o A(r) + 22G(r) xyG(r) xzG(r)
Y |Cartesian = yzG(r) A(r) +y2G(r) yzG(r)
zzG(r) 2yG(r) A(r) + 22G(r)
(10.364)
and
-1
(9] spherical = 1 (10.365)
9w |Spherical = 72 .
r2sin’ 0
We start by evaluating /—g. This can be done in Mathematica:
In[2]:= Det[{{-B, 0, 0, 0},
{0, A + x"2*%G, x*y*G, x*z*Gl},
{0, y*x*G, A + y~2xG, y*z*Gl},
{0, z*xx*G, z*y*G, A + z"2%G}}]
Out[2]= -B (A"3 + A"2 G x°2 + A"2 G y°2 + A"2 G z°2)
The output says the determinant of the [g,, ] matrix is
—B(r)A%(r) | A+ (2?2 +y* + 22 G(r)| = —A’B(A+r°G) = —A?BC.
—_——— —_——
r2 C(r)
(10.366)

So, /—¢g = VA2B(C. Next, we want to evaluate \/—g(9). However, note that

[g,(LOV)] is in spherical coordinates, while [g,,] is in Cartesian coordinates. We

wish to be consistent, so we will just evaluate /—g(© “by analogy” by reading
off the numbers from the line element. Because

g\Qdatda” = —dt* + dr? + 203
= —(1)dt* + (1 + 0r?) dr? + (1)r2dQ?
and g, dadz” = —B(r)dt* + C(r)dr® + A(r)r®dQ?
= =B(r)dt* + (A(r) + G(r)r®) dr® + A(r)r?dQ®  (10.367)
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and because \/—¢g = VA2BC, we just have v/—¢(®© = /-1 = 1, in Cartesian

coordinates, as expected. We’re also writing the hne element wrt g(o) like above
so that it resembles the form of [g,,,]:

—1 -1
[ (0)] o 1+ 022 Ozy O0zz . 1
g#u Cartesian — ny 1 + Oy2 Oyz - 1
0zx Ozy 14022 1

(10.368)

which is also expected. Throughout the derivations, we will be using the boxed
matrices as our metrics, both of which are in Cartesian coordinates.

With this, we first consider the ¢t equation:

1 m?
-/ <ROO _ 23900) + /_g<o)7 (g(O)Oag(O)OBhQB _ g(O)aﬂhaﬁg(O)OO)

(10.369)
We will unpack the second term first. Recall that
huw = Guv — 95 (10.370)
So
000 (008 . (0)0a (005 ( o — (0))
— 4(0)00,(0)00 (goo _ 9(()0)>
1
= —B(r)+1, (10.371)
and

0
g(o)aﬁhaﬁg(o)oo _ g(O)a,Bg(O)OO (gaﬁ _ gig))

M.u

0090 (5, )]

1)— (A+2°G-1)— (A+¢y*°G—1) - (A+ G —1)
1) — (344G - 3). (10.372)

0
—-B
-B

I
/\/—\Q

+
+
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And so we have successfully dealt with the second term:

W
Q
NE

2
m- <g(())0ag(())(]ﬁha6 _ g(O)aﬁ h@ﬁg(o)oo>

2
:’% [(~B+1) = (=B+1) — (34 +12G — 3)]
2
= %(—3/1 —r2G +3)
m? C—-A
2(3A+3T’2 T2 )
m2
|5 24+ C-3) (10.373)

Now comes the difficult part of unpacking the Ricci tensor and scalar. We wish
to evaluate the term

1
R — 5Rgoo (10.374)
for p = v = 0. First, ¢g"° = —1/B trivially. But what about R and R? We

will rely on Mathematica. Part of the calculations is done based on the Mathe-
matica code provided by Catalogue of Spacetimes.

Here is the link to the notebook, which contains just the calculations for the
tt equation. There will be another notebook with the spherical calculations for
the other rr, 00 = ¢¢ equations as well. I'm writing this from the future... the
solution below is found using Cartesian coordinates instead of spherical. While
it is correct (and I have checked many times to make sure it was correct) it is
very, very, cumbersome. The new notebook contains the spherical calculations
for this tt equation as well. If the reader is curious and wants to download a
notebook to view the calculations, I recommend downloading the other notebook,
link in the section where we derive the rr-equation. The notebook requires no
additional packages. It should run on any basic Mathematica installation.

We first clear some symbols, define the dimensions, metric, etc:

Clear [coord, metric, inversemetric, affine, t, x, y, 2]

r := Sqrt[x"2 + y~2 + z~2]
n := 4

coord := {t, x, y, z}
metric := {{-B[r], 0, 0, 0},

{0, Alr]l+x"2x(-Alr]+Clrl)/r~2, x*y*(-A[r]l+Cl[rl)/r~2, x*zx(-A[r] + C[r]l)/r~2},
{0, y*xx*x(-A[r]+Cl[r]l)/r~2, Alrl+y~2*x(-A[r]l+Cl[r])/r"~2, y*z*x(-A[r] + C[r])/r"2},
{0, zxx*(-A[r]+C[r])/r~2, z*y*x(-A[r]+C[r])/r~2, Al[r] + z~2x(-A[r]l+C[r])/r"2}}

Note that the metric g,,,, we should be using here must be in terms of B(r), A(r), C(r),
since we ultimately want solutions in terms of these functions. In matrix form,


https://arxiv.org/pdf/0904.4184.pdf
https://huanqbui.com/LaTeX projects/HuanBui_QM/Cartesian_Vainshtein.nb
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[QW] is
-B
C—A C—-A C—A
[] = A+w(c( 2) ) Aiy( e 3A) ECQA (10.375)
D)o (SA) T At

It is easy to check that /—g = VA2BC by brute forcing in Mathematica. I
won’t reproduce the results here.

Next, we find the inverse metric, in order to set up for calculations of
Christoffel symbols, Riemann, Ricci tensors, and the Ricci scalar.

inversemetric := Simplify[Inverse[metric]]

Every now and then, we define “rules” to force-simplify things.

Next, we calculate Christoffel symbols of the 2nd kind:

Calculating the Christoffel symbols of the second kind:

rulel = {A[Sqrtl[

x"2 + y~2 + z72]] + (x72 + y°2 + z72) G[Sqrt[
x"2 + y~"2 + z°2]] -> Clrl};

affine := affine =

Simplify [Table [(1/2) Suml[

inversemetric [[Mu, Rhol]] (D[metric[[Rho, Null, coord[[Lambdal]] +
D[metric [[Rho, Lambdall, coord[[Nulll -

D[metric [[Nu, Lambdal]l, coord[[Rho]]]), {Rho, 1, n}], {Nu, 1,

n}, {Lambda, 1, n}, {Mu, 1, n}]]

listaffine :=

Table [If [UnsameQ[affine [[Nu, Lambda, Mul],

01, {stylel

Subsuperscript [\[CapitalGamma], Row[{coord[[Null, coord[[Lambdalll}],
coord [[Mu]l]l, 18], "=", Style[affine[[Nu, Lambda, Mull, 14]1}], {Lambda,
1, n}, {Nu, 1, Lambdal}, {Mu, 1, n}]

Simplify [TableForm[Partition[DeleteCases[Flatten[listaffine], Nulll, 3],
TableSpacing -> {1, 2}] /. rulel]

This outputs an entire table of nontrivial Christoffel symbols which we won’t
worry about. Here’s a snippet of the output:
Next, we define and compute the lower-index Riemann tensors:

Defining the Riemann tensor.

riemann :=

riemann = Tablel[

D[affine [[Nu, Sigma, Mull, coord[[Rhol]l]l -

D[affine [[Nu, Rho, Mull, coord[[Sigmalll +

Sum[affine [[Rho, Lambda, Mul] affine[[Nu, Sigma, Lambdall] -

affine [[Sigma, Lambda, Mul] affine[[Nu, Rho, Lambdall, {Lambda, 1,
n}], {Mu, 1, n}, {Nu, 1, n}, {Rho, 1, n}, {Sigma, 1, n}]




10.3. MASSIVE GRAVITY 181

x
-
>
Tie = —_—
2\a2 227 c[aty2i?
Ny
e 2o
o=
t -
th - ——
2x2y2:2% B[y
ewenety 2 f 0 / / f o y
x (2 s2) ittt aaE st Pz (2022) () e gt |t |t | [z (20a2) Vit ottt | igtad) [ (oesd) [ atoat | o [t ||
= -
= - —
AN B | et
( r 2 S i / ZE )
o2 (200) Voot AVt st [Pzt (fgtnt) oo | [Vt [ oal oo | (12 (520%) Vatogts? cadigoat | (e2stsf) [ (s2st) [Vttt [ e[Vttt |||
TY.
= —
2 (x20y2422)572 2V x?uy?e2? | e[ x2ey?ea?
( r 2 S i / ZE )
+[2 (5227 Vgt s 2o a [Pzt (i) e Vadostoa® | adiatoad | oot | 2 (s20) ittt o atiatont | () [y w [ |t o[Vt ||
Tz
= —
2 (x20y2422)572 2V x?uy?e2? | e[ x2ey?ea?
s v [ Va2t
ty = s
Y 2\ x2iy?.22 B\ xtiy?i2?
R et 2022 T AT [ | [T N NEFE Nt
3ot Vigtat a g at P (2.02)2) eVt | eyt | al Vbt | (2ot oaf caditoat | (et [w [V wtos? oo [ at ]|
rE, -
xy

2 (x2432.22)52 A2 y2.22 | [V aoy?ea?

Defining the Riemann tensor with lower indices.

riemannDn :=

riemannDn =

Table [Simplify [

Sum[metric [[Mu, Kappall riemann[[Kappa, Nu, Rho, Sigmall, {Kappa, 1,
n}ll, {Mu, 1, n}, {Nu, 1, n}, {Rho, 1, n}, {Sigma, 1, n}]

listRiemann :=

Table [If [UnsameQ[riemannDn [[Mu, Nu, Rho, Sigmall,

0], {stylel

Subscript [R,

Row [{coord [[Mul]l, coord[[Null, coord[[Rhol]l, coord[[Sigmall}l]l, 161,
"=", riemannDn[[Mu, Nu, Rho, Sigmall}], {Nu, 1, n}, {Mu, 1, Nul}, {Sigma,
1, n}, {Rho, 1, Sigma}]

Simplify [Simplify[
TableForm[Partition[DeleteCases[Flatten[listRiemann], Null], 3],
TableSpacing -> {2, 2}] /. rulel] /. ruleil]

There are (obviously) a lot of them. Here are some:

Rexex = ! ! l)
Rexey = |
Rexez = |
Reyex = 2]
2 v2e2? |azc|
Reyey =

Almost there... Next, we define the Ricci tensors:

Defining Ricci tensor:

ricci := ricci =
Table[Simplify[Sum[riemann [[Rho, Mu, Rho, Null, {Rho, 1, n}]1, {Mu, 1,
n}, {Nu, 1, n}]

listRicci :=
Table [If [UnsameQ[ricci [[Mu, Null,
0], {Style[Subscript[R, Row[{coord[[Mull, coord[[Null}]l, 161, "=",
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Style[ricci [[Mu, Null, 161}], {Nu, 1, 4}, {Mu, 1, Nul}]

TableForm[Partition[DeleteCases[Flatten[listRiccil], Null], 3],
TableSpacing -> {1, 2}]

There aren’t too many of these, but no expression is short enough to fit the width
of the page, so I will just include R;; and truncated versions of Ry, Ryy, - ..

2 [ 8 T
B [/xay?ez? | o [xtiy?ez? [ac[\[x2iy?ea? [x2+y? 42 28" [\/x4y?sz
B
Ree
e R P
szl TP e[ a, [ [ el z
[ RCILEN N ey LM N ey LY N onese) LPYIERCI PV Ry LRI sy J RENENEN N sy B9 N sy J N s
Rex =
(a3 [ [T T2l P v wes LI I scyvrwes LRI cyersves I (ETRTSUPTIN A mcver:svecs B0 A mcvev:svech BN A mcyev:owes MDY o
xy (2 (x+y?+22) %2 B[ [x2ey?i2? | [/ [ xey?ez? [Tz al fatey?ez? | ateyea? | [ (w2 ay?ez?) [ xeytez? | B[\ w2 ey?ea? e[ a2 eyea? | (2452
Rey =
—— S R E
PSR SUPIE R O e sy CINOY pevwr N : PONETRN N ey [ e el e
PEYENERESECIN N eweesecy LN I eseesecs LV N scesve) CORINEII N scaecseey LN W s | [ENENEIN N pesveyoe
Ryy =
(s i . p
xz (2 (x1y%022) 32 B[ [x2iy?i22 | e[ [x2eytiz? | ar[fx2 et 22 B
Rz =

Okay. Moving on to the last item: the Ricci scalar.

Defining Ricci scalar:

ricciscalar :=

ricciscalar =

Simplify [Suml[

Sum[inversemetric [[Mu, Null riccil[[Nu, Mull, {Mu, 1, n}], {Nu, 1, n}]]

Simplify[Simplify[ricciscalar]]

The output isn’t very useful to work with: so we will define more rules to

inissay= Simplify[Simplify[ricciscalar]]

B T Ll e N P B N P Y P B N P Rt LR P Py P N PR
SV | [T R E (e ) T e[y a2 ey R | (x| N E w2 ||
[z :z‘: 2,2, 2132 2, 2, 2 J2vi.212 J2vi.212 2,2, 2 [EPENE] EIE R 1] Y I )
DI R L R Rt N P I N P e N P o B e R R R R LR
oyt sVt g2t | (Va2 w Vot oy o2 o[Vt og 2 |2t oyioa | (ea [V o2 | a oyt Va2 )]
2 (vt ) a2 | B[R 2 I

simplify it to a useful form:

rule2 = {Sqrt[x"2 + y~2 + z~2] -> R};

rule3 = {(x"2 + y~2 + z72)°(-1/2) -> R~(-1)};
rule4 = {(x"2 + y~2 + z°2)°(3/2) -> R"3};
rule5 = {(x"2 + y~2 + z~2) -> R"2};

rule6 = {Sqrt[R"2]1°(-1) -> R~ (-1)};

RR = Simplifyl[

Simplify [Simplifyl[

Simplify [

Simplify[

Simplify[Simplify[ricciscalar] /. rulel] /. rule2] /.
rule3] /. rule4] /. rule5] /. rule6]

(1/(2 R"2 A[R]"2 B[R]"2 C[
R1°2))(R"2 B[R]"2 C[R] Derivative [1][A]J[R]"2 +
2 A[R] B[R] (-R"2 C[R] Derivative[1][AJ[R] Derivative [1][B][R] +
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B[R] (2 C[R]1"2 + R"2 Derivative[1][A][R] Derivative[1][CI[R] -
2 R C[R] (3 Derivative[1][A][R] +

R (A°\[Prime]\[Prime]) [R]))) +

A[R]"2 (R"2 C[R] Derivative[1][B]J[R]"2 -

4 B[R]"2 (C[R] - R Derivative[1][C][R]) +

R B[R] (R Derivative[1][BI[R] Derivative [1]1[C][R] -

2 C[R] (2 Derivative[1]1[BI[R] + R (B~"\[Prime]\[Primel)[R]))))

In symbols:

In¢541= RR = Simplify [Simplify[Simplify[Simplify[Simplify[Simplify[Simplify[ricciscalar] /. rulel] /. rule2] /. rule3] /. rule4] /. rule5] /. rule6]

1
ougasgs ————————— (R*B[R]2C[R] A'[R]? + 2A[R] B[R] (-R*C[R] &'[R] B'[R] + B[R] (2C[R]? +R*A'[R] C'[R] - 2RC[R] (3A'[R] +RA"[R])})
2R?A[R]?B[R]?C[R]?

a[R]? (R¥C[R] B'[R]? - 4B[R]? (C[R] -RC'[R]) +RB[R] (RB'[R] C'[R] - 2C[R] (2B'[R] +RB"[R])) )}

Now, we want the quantity, which is Left Term minus RightTerm

1
R — 5Rgoo = LeftTerm — Right Term. (10.376)

The LeftTerm is obtained from raising the indices of R,,. This turned out
not to be very difficult, because ¢g°” entries are all zero except at v = 0 where
g% = —1/B. We need two of these to raise the indices of R,,,, so as a result we
have R% = (1/B?)Rgo. The Rtt term in the code below is just R%.

LeftTerm :=

Simplify [Simplify [

Simplify [

Simplify[

Simplify[Simplify[Rtt /. rulell] /. rule2] /. rule3] /.
rule4] /. rule5] /. rule6];

RightTerm :=

Simplify [Simplifyl[

Simplify[

Simplify [

Simplify [Simplify [(1/2)*RR*(-1/B[R]) /. rulell /. rule2] /.
rule3] /. rule4] /. rule5] /. rule6];

LeftTerm - RightTerm

The RightTerm is just (1/2)Rg"°. The output is

ins16)= LeftTerm - RightTerm
2a[R
AR

Z i 287 ([R

i et ([ | m 1Rt EIR
-B'[R] C'[R] +C[R] (2 + | Br] - 22 X

outis16}=

4B[R]2C[R]? 4R*A[R]2B[R]®C[R]?
R*B[R]?CR] 2'[R]® + 2A[R] B[R] (-R*C[R] &'[R] B[R] + B[R] (2C[R]* -R*A'[R] C'[R] - 2RC[R] (3A'[R] +RA"[R]
a[R]? (R°C[R]B'[R]? - 4B[R]? (C[R] -RC'[R]) +RB[R] (RE'[R] C'[R] - 2C[R] (2B'[R] - RB"[R]

Next, we define more rules to help with simplifying things:

rule7 = {(2 C[R]1"2 + R"2 Derivative[1][AJ[R] Derivative[1][C][R] -
2 R C[R] (3 Derivative[1][AI[R] + R (A~\[Primel\[Primel)[R])) ->
STUFF1};

Simplify[LeftTerm - RightTerm /. rule7]

rule8 = {R"2 C[R] Derivative[1]1[A][R]"2 -> STUFF2};

Simplify[Simplify[LeftTerm - RightTerm /. rule7] /. rule8]
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rule9 = {-4 A[R]"2 (C[R] - R Derivative[1][C]J[R]) -> STUFF3};

Simplify [Simplify[
Simplify[LeftTerm - RightTerm /. rule7] /. rule8] /. rule9]

rulel0 = {2 STUFF1 A[R] -> STUFF4};

Simplify [Simplify[
Simplify [Simplify[LeftTerm - RightTerm /. rule7] /. rule8] /.
rule9] /. ruleilO]

rulell = {STUFF2 + STUFF3 + STUFF4 -> STUFF51};

Simplify [Simplifyl[

Simplify[

Simplify[Simplify[LeftTerm - RightTerm /. rule7] /. rule8] /.
rule9] /. rule10] /. rulelil]

We expand the final output and look for things to cancel:

Simplify [Simplifyl[

Simplify[

Simplify [Simplify[LeftTerm - RightTerm /. rule7] /. rule8] /.
rule9] /. rulel0] /. rulell] // ExpandAll

n528r= Simplify [Simplify [Simplify[Simplify[Simplify[LeftTerm - RightTerm /. rule7] /. rule8] /. rule9] /. rulel0] /. rulell] // ExpandAll
STUFFS ( BIR] A'[R] B[R] B'[R]2 B'[R] C'[R] B"[R]
+

outis28= - -

4r?2r]’BR]c(R1? |RB[R]2C[R] 2A[R]B[R]?C[R] 4B[R]3C[R] 4B[R]?C[R]?> 2B[R]?C[R]

B[R] A'[R] B'[R] B'[R]? B[R] C'[R] B”[R]

RB[R]?C[R] 2A[R]B[R]?C[R] 4B[R]°C[R] 4B[R]*C[R]® 2B[R]*C[R]

Do you see where things cancel?

nis2el= Simplify [Simplify[Simplify [Simplify[Simplify[LeftTerm - RightTerm /. rule7] /. rule8] /. rule9] /. rulel0] /. rulell] // ExpandAll

(L BA&  mREER PRy (R CIR] LB
RB[R]? &R] ZAFRWB%\R]ZCFR] 4BM[R] 4 B[RIXC[R]? 2B/jR/]2c[R

STUFFS

outis28)=

4R*A[R]*B[R] C[R]?

BJR] BTR] C'[R]

A [RYBA BBIZ B[R]
RBW 2AR1{R\{§R1 48R CJR] ABRP&\RZ 2v//cm

So we're left with just

1, g0 _ TC(A)? —4A%(C —rC") + 24 (2C% + r?A'C" — 2r(34" + rA")C) _

o0 1
BT =5 Ry 412 A2BC?
(10.377)

Next, we bring in the square root of minus the determinant of g:

1
— 00 15 00
v (- 50)

r2C(A")? —4A%(C —rC") + 24 (2C? + r2A'C' — 2r(3A' + rA")C)
—/A2
=vARBC 4r2 A2BC? '

(10.378)
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And... we have the tt equation:

2
0=1"g <R00 _ ;Rgm) n —g(o)% <g(0)00ag(0)05haﬁ _ g(o)aﬁhaﬁg(o)oo)
0= VA2BC {r*C(A')> —44*(C —rC") + 2A (2C* + r?A'C" — 2r(3A' + rA")C) }
2

+ % (24 + C — 3) (4r2 A2 BC?) (10.379)

The simplified form, the t¢ equation is:

0 =4BC?*m?*r? A3 + [2B(C — 3)C?*m?*r? — 4V A2BC(C — r(C")]|A?
2V A2BC2C?% — 2r(3A" +rA")C + > A'C'|A + CV A2BCr? (A')?

(10.380)
Next, we find the rr equation. It is at this point that we realized we’ve been
doing things the HARD WAY by working in Cartesian coordinates. There’s
a reason, however. In Cartesian coordinates, the determinant of g,, does not
have dependence on r and sinf. In spherical coordinates, there is dependence
on 0, but I think that because the sin# term appears in both the determinant
of the g metric and the Minkowskian metric, we can just ignore it because the
LHS must be zero.

In any case, we learned something by taking the Cartesian route. We will
soon see how well-behaved things become once we go to spherical coordinates.
I have uploaded a new Mathematica notebook with the actual, full, spherical
solution. This notebook contains the derivation of the ¢¢ equation as well.

From here on, we will be using metrics in spherical coordinates. From the
specified line elements, the metrics are:

—-B
C
[g;w] = Ar? (10'381)

Ar?sin® 6

and

lgs)] = ) (10.382)

r2sin’ 6

Let us redefine everything in terms of spherical coordinates in the notebook
and go over the calculations again. Trust me this will be quick.


https://huanqbui.com/LaTeX projects/HuanBui_QM/SphericalSolution_Vainshtein.nb
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Clear [coord, metric, inversemetric, affine, t, r, \[Thetal, \[Phill]

n := 4
coord := {t, r, \[Thetal, \[Phil}
metric := {{-B[r], 0, 0, 0},

{0, c[rl, 0, O},
{0, 0, r~2*A[r], 0},
{0, 0, 0, r"2xSin[\[Thetal]l " 2*A[r]}}

inversemetric := Simplify[Inverse[metric]]

Calculating the Christoffel symbols of the second kind:

affine := affine =

Simplify [Table [(1/2) Suml[

inversemetric [[Mu, Rhol] (D[metric[[Rho, Null, coord[[Lambdall]l +
D[metric [[Rho, Lambdall, coord[[Null]l -

D[metric[[Nu, Lambdal], coord[[Rho]]]), {Rho, 1, n}], {Nu, 1,

n}, {Lambda, 1, n}, {Mu, 1, n}]]

listaffine :=

Table [If [UnsameQ[affine [[Nu, Lambda, Mull,

01, {Stylel

Subsuperscript [\[CapitalGammal, Row[{coord[[Null, coord[[Lambdall}],
coord [[Mulll, 18], "=", Stylel[affine[[Nu, Lambda, Mull, 14]1}], {Lambda,
1, n}, {Nu, 1, Lambda}, {Mu, 1, n}]

Simplify[TableForm[Partition[DeleteCases[Flatten[listaffine], Null], 3],
TableSpacing -> {1, 2}] /. rulell]

Here are the Christoffel symbols in spherical coordinates:

inj542)= Simplify[TableForm[Partition[DeleteCases[Flatten[listaffine], Null], 3], TableSpacing - {1, 2}] /.
rulel]

542)/TableForm=

3
Tte

t
Tgp =

r Slx
Ty =

& 1, Ar
T
r r(2a(x)ixa(x
Tes

@ 1 Alr
Tro = L0 in
@ -
Ty = cotle]

r rsin(8)2 (2a[x]+xa’[x
Tee = - 20ls

Ty = -Cos[é]sinle]

Let the calculations continue...

Defining the Riemann tensor.

riemann :=

riemann = Tablel[

D[affine [[Nu, Sigma, Mull, coord[[Rholl]l -

D[affine [[Nu, Rho, Mull, coord[[Sigmall]l +

Sum[affine [[Rho, Lambda, Mul] affine[[Nu, Sigma, Lambdall] -
affine[[Sigma, Lambda, Mul] affine[[Nu, Rho, Lambdall, {Lambda, 1,
n}], {Mu, 1, n}, {Nu, 1, n}, {Rho, 1, n}, {Sigma, 1, n}]

Defining the Riemann tensor with lower indices.
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riemannDn :=

riemannDn =

Table [Simplify [

Sum[metric [[Mu, Kappall riemann[[Kappa, Nu, Rho, Sigmall, {Kappa, 1,
n}]l, {Mu, 1, n}, {Nu, 1, n}, {Rho, 1, n}, {Sigma, 1, n}]

listRiemann :=

Table [If [UnsameQ[riemannDn [[Mu, Nu, Rho, Sigmall,

0], {stylel

Subscript [R,

Row[{coord [[Mull, coord[[Null, coord[[Rhol], coord[[Sigmall}]], 161,
"=", riemannDn[[Mu, Nu, Rho, Sigmall}], {Nu, 1, n}, {Mu, 1, Nul}, {Sigma,
1, n}, {Rho, 1, Sigmal}]

Simplify [Simplifyl[
TableForm[Partition[DeleteCases[Flatten[listRiemann], Null], 3],
TableSpacing -> {2, 2}] /. rulel] /. ruleil]

In546]= Simplify[
Simplify[TableForm[Partition[DeleteCases[Flatten[listRiemann], Null], 3], TableSpacing > {2, 2}] /.
rulel] /. rulel]

46]/TableForm=

1 B [r B [r]Cc[r or ]
Reptr = 7 [-25— - =5 =% +2B"[r]|
4\ B[r] clr]
Rests = r(2afz —x%"x ) B [z
4cir]
R rirclz] 2/ [x]2+2a[r]2 ¢’ [x]+Ax] (ra/[x] C'[z]-2C[z] (2R’ [z]+x A" [c])))
ers — an(r]clx]
Rege _ rsin(6]? (2alr]+ra’[c]) B [z
e acix]
rsin(8]2 (rcfr] a'[r]2+2a[x]2 ' [r]+A[x] (r&'[z] C’[r]-2C[x] (2A'[c]+x 2% [x]}})
Rrorp = el
4afr]clc]
r2sin(8]? (4alx]24x2 2" [x]2-4az] (Clz]-za’'[z]))
Reoeo = -
4C[z

Then comes the Ricci quantities:

Defining Ricci tensor:

ricci := ricci =
Table[Simplify[Sum[riemann[[Rho, Mu, Rho, Null, {Rho, 1, n}]], {Mu, 1,
n}, {Nu, 1, n}]

listRicci :=

Table [If [UnsameQ[ricci [[Mu, Null,

0], {Style[Subscript[R, Row[{coord[[Mull, coord[[Null}1]l, 161, "=",
Style[ricci[[Mu, Null, 161}], {Nu, 1, 4}, {Mu, 1, Nu}]

TableForm[Partition[DeleteCases[Flatten[listRiccil], Nulll]l, 3],
TableSpacing -> {1, 2}]

Defining Ricci scalar:

ricciscalar :=

ricciscalar =

Simplify [Sum[

Sum[inversemetric [[Mu, Nul] ricci[[Nu, Mull, {Mu, 1, n}], {Nu, 1, n}]]
Simplify [Simplify[ricciscalar]]

RR = Simplify[ricciscalar]

Here’s the output:
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Inj549]= TableForm[Partition[DeleteCases[Flatten[listRicci], Null], 3], TableSpacing » {1, 2}]

549]//TableForm=
Y 2

B e rrleere) | (202D grppy BUELS gy
R, (\z" A ) Bz |
T = acqr)?

R 2rB[r]?c[r] &' [r]2+2A[zr] B[r]? (r&'[r] C'[r]-2C[r] (2&'[r]+r A”[r]))+A[r]? (B[r] (4B[r]+rB [r]) C’[r]+rC[z] (B [r]3-2
tr - 4rA'r'\zB'r12C'r]
R r?cr] &'[r] B'[r]-2A[r] (rc(r] B'[r]+B[r] (2C[r] rc'[r]))+B[r] (4c[r)®r® A/ [r] C’[x]-2rC[r] (48'[r]+x A" [r]))

4B[r] c[r]?

R sin[6]? (2 C[r] &' [r] B’ [r]+2A[zr] (rC[r] B'[r]+B[r] (2C[r]-rC'[r]))+B[z] (-4C[r]?-r? A [r] C'[r]+2rC[z] (42 [r]+r A"
O -

4B[r]clr]?
In551= Simplify [Simplify[ricciscalar]]
1

oupBstl) ————S—————S———
ee 2r?RA[r]?B[r]%®C[r)?

(r?B[r]?c[r] A [r]?+

2a[r] B[r] (-r’C[r] A'[r] B'[r] +B[r] (2C[r]*+ r® A'[r] C'[r] - 21 C[r] (3A'[r] +rA”[r]))) +
A[r]® (£ C[r] B'[r]® -4B[r]® (C[r] ~rC'[r]) +r B[] (rB[r] C'[r] -2C[r] (2B'[r] +B"[r]))))

Next we consider R,... We want R"", so we simply multiplying R,.. by 1/C?,
because g, is diagonal in spherical coordinates. We first consider the term

1

R — SRy (10.383)

To this end we repeat the process with the LeftTerm and RightTerm earlier to
get

LeftTerm :=
Simplify [Simplify[
Simplify [Simplify[Simplify[Simplify [Rrr/C[r]1~2111111;

RightTerm :=
Simplify [Simplify[
Simplify [Simplify [Simplify [Simplify [(1/2)*RR*(1/C[r]1)11111]1;

Simplify[LeftTerm - RightTerm] // ExpandAll // ExpandAll

in583]= LeftTerm := Simplify [Simplify [Simplify[Simplify[Simplify[Simplify[Rrr/C[x]"2]]1]]1]1]1/
In584]= RightTerm := Simplify[Simplify[Simplify[Simplify[Simplify[Simplify[(1/2) «xRR* (1/C[r])11111]1;

ns6l= Simplify [LeftTerm - RightTerm] // ExpandAll // ExpandAll

2a'[r] a'r? B [r]? c’[r] B’ [ric[r] B [r]C'[r] 27[r] B’ [r]
; . - + + T T e s —
1 1 rafr] 2a[r]? 4B[r)? rclr] 2a[rjcir] 4B[r]cClr] Alr] 2B[r]
Oul[586l= —5 - 3 + 2
r’clr] r’A[r] C[r] Clr]
3A[r] A'[r]? B'[r] A'[r] B'[r] B [r]?
rA[r]C[r]® 4A[r)®c[r]? rB[r]C[r]® 2A[r]B[r]C[r]® 4B[r]?c[r]?
C'[r] A'[r] C'[r] B'[r] C'[r] A" [r] B”[r]

rc(r]® 2A[r]c(r]® 4B[r]cC[r]® A[r]C[r]? 2B[r]C[r]?

Of course things cancel again! Simplifying gives
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Inf5ez]= LeftTerm := Simplify[Simplify[Simplify[Simplify[Simplify[Simplify[Rrr/C[r]~2]]1]111]1:
In584]= RightTerm := Simplify[Simplify[Simplify[Simplify[Simplify[Simplify[(1/2) «RR* (1/C[r])]11111]1;:
Inf586]= Simplify[LeftTerm - RightTerm] // ExpandAll // ExpandAll
_2A"r]+Ar2+ r] B[
1 N rafr] 22a[r)? 4 B}ﬁ @: ﬁp % % 71 N

r?cir]? r?A[r]C[r]

Outf586]=

3R [r] - A [r]? . B'[r] N A'[r] B'[r] - ®[r]? -
rA[r]C[r]? A4A[r]?C[r]? rB[r]C(r]® 2A[r]B[r]C[r]? 4B[r]™&[r]2
GAxl A lr) Chy) B[N ¢[r] R (z] B [z]~

rCie) T 240 AT 4B ArJNJ 2847 C[r]?

1 1 A'[x] a’[xr]? B[] A’[r] B [r]

In[592] = - + + + + r
r?c[r]? r?A[r]C[r] =xA[r]c[r]? 4A[r]®c[r]? =rB[r]C[r]® 2A[r]B[r]C[r]?
Simplify
r?B(r] A'[r]®+4A[r]? (B[r] + B [r]) +A[r] (-4B[r] (C[r] -TA'[r])+27° A [r] B'[r])

outse2]=
. 112 A[r]2B[r] C[r]?

Next, we consider the term

m2
V=g <g<o>1ag<0>wha5 _ g<0>aﬁhaﬁg<0>11) . (10.384)

Of course the first term is just going to be hy; = C' — 1. The second term has
some contractions with factors of sines and 2 floating around. But we can do
this quickly by ignoring everything that is not the functions A, B,C. We can
do this because when we multiplying the inverses ¢(®*” with hyuw, the r? and
sine factors automatically cancel out. The result is

2

m? o o -m
,/_g<o>7 <g(0)1 GOV h s — g© ﬁhaﬁgw)n) = - (2A-1D~(-B+1)

—m?(2A+ B - 3)
2

(10.385)

Putting everything together, we will find the rr equation:

0= M<Rrr _ L Tr> /= ( Mo g(O)18p o (O)QBhagg(O)“)
B(A")? + 4A2(B +rB') + A[—4B(C —rA') +2r2A'B']

A2B(C?r2
2m2(2A+ B - 3)
_ 10.386
VA2BC ( )

0:
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Simplifying this gives the rr equation:

4(B+rB)A%+ [2r2A'B' —4B(C —rA")]A+ Br?(4')?
A2BC?r?
2(2A + B — 3)m?
VA2BC

0=

(10.387)

Finally, to get the 00 = ¢¢ equation, we go through the process above once
more. To make things a little easier, I'll just derive the 60 equation with Rygg
instead of R%. This way, I don’t have to worry about factors of contractions,
etc.

4L
In616]= Rthth := ———
4B[r] C[r]?

(-r? c[r]1 A'[r] B'[r] -2 A[r] (rC[r] B'[r] +B[r] (2C[r] -rC'[r])) +
B[r] (4c[r]®+x?A'[r] C'[r] -2rC[xr] (44" [x] +x A" [r])))

inf632)= LeftTerm := Simplify[Simplify[Simplify([Simplify[Simplify[Simplify[Rthth]]]1]11];

In[633)= RightTerm := Simplify[Simplify[Simplify[Simplify[Simplify[Simplify[(1/2) «RR« ((x*2xA[x]))111111;

In[637):= Simplify[LeftTerm - RightTerm] // ExpandAll // ExpandAll

A[r] Alr] 2rA'[r] rAfr] B [r] r? A’ [r] B'[r] rA[r] C'[r] r? A’ [r] C'[r]
In[638]:= -1+ —— + - - - - + + -
Clx] Clr] Clr] 2B[r] C[r] 4B[r] C[r] 2c[r]? aclr]?
r? A" [r] 3ra(r] r2a’'[r]2  rA[r]B[r] =r2A'[r]B[r] =r2A[r]B[r]?2 rAlr]C[r]
_ + + _ _ _
2C[r] Cl=] 4A[r] C[x] Blr] C[r] 2B[r] C[r] 4B[z]®C[x] crz)®
r2 A‘[r] C'[r] =x2A[r]B[r]C[r] =x2A’[r] =r?2A[r]B [r]
- + + // InputForm
2c[x]1? 4B[z] C[x]? clx] 2B[z] C[x]

This simplifies to

1
Outfpai}s —————
4n[r] B[r]®clr)?
r(-rBir]®cir] & [r]®+A[r] B[r] (rC[r] A [r] B [r] +B[r] (4C[r] A [r] ~ra'[r]c [r]+2rCl[r] A" [r]))

Afr]? (rcfz] B'[r]®*+2B[r]*C'[r] +Blx] (xB'[r] C'[r] -2¢C[r] (B'[r] +rB”[r]))))

On to the 1/¢(© terms, we compute

m2
1 /7_9(0)7 (9(0)2ag(0)2ﬂhaﬁ _ g<0>aﬂhaﬁg<0>22) , (10.388)
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I won’t show the rest of the calculations here. The 86 = ¢¢ equation is

0 = —2B?C*m?*rA* —2B*C*(B + C — 3)m?rA?
—VA2BC{20'B? + [rB'C" — 2C(B' +rB")|B + Cr(B')*}A
+ BV A2BC[CrA'B' + B(4CA' —rC'A' 4 2CrA")]A — B2CV A2BCr(A’)?.

(10.389)
I’ll just put the other two equations here, for convenience. The rr equation is

4(B+7rB')A? + [2r2A'B' — 4B(C — rA')]A + Br2(A’)?
A2BC2r2
2(2A + B — 3)m?
VA2BC

0=

(10.390)
The tt equation is

0 = 4BC?*m?r?A® 4 [2B(C — 3)C*m*r? — 4V A2BC(C — rC")| A?
2V A2BC[20? — 2r(3A" +rA")C + r?A'C'JA + CV A2BCr?(A)?

(10.391)
The next step is to solve for A(r), B(r),C(r). To do this we first expand
them in the flat space regime, where

Bo(r) = (10.392)
Ao(r) =1 (10.393)
Co(r) =1. (10.394)
To obtain higher order terms, we introduce the expansion
B(r) = Bo(r) + €Bi(r) + €Bs(r) + ... (10.395)
C(r) = Co(r) + €Ci(r) + €Ca(r) + ... (10.396)
A(r) = Ao(r) + €Ay (r) + EAs(r) + ... (10.397)

Plugging this into the equations we just found and collecting terms of O(e), O(e?), . ...
This allows us to solve for By, A1, Cq, then Bs, Ao, Cs, and so on. At O(e), we
define the expansions in Mathematica only up to O(e). (Note: there are proba-
bly other ways to do this, but I like it this way. In addition, I will stop including
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Now we define the expansions:

n20)= AA[r] := 1 + exAl[x]
n21= BB[x] := 1 + exBl[x]
n22)= CC[xr] := 1 + e*xCl[x]

the code because the notebook can be downloaded via the link above. I will
just include important outputs from now on. ) Next, we define the tt,rr, 660
equations, using these new function(al)s. (Again, there’s probably a more clever
and more efficient way to do this, but my method works so far so I'll stick with
it.) Once that is done, we must define some rules for simplification. Some of

n#3= tt i= (4%BB[x] #CC[z] *2+m*24x~2%AA[X]~3) +
AA[r] "2« (2BB[r] (CC[r]-3)CC[r]*2m"*2xr"2 - 4»Sqgrt[AA[r]*2BB[r] CC[r]] (CC[r] - r+«Derivative[l] [CC][r]) ) +
2% Sqrt[AA[r] A2 BB[r] CC[r]] *
(2€C[r]*2 - 2 r (3Derivative[1][AA][r] + r+Derivative[2] [AA][r]) CC[r] +
r*2Derivative[l] [AA] [z] Dexrivative[l] [CC][x]) AA[x]

Inf63)= T :=
(4 (BB[r] + r«Derivative[1l] [BB] [r]) RA[r]“2 +
(2 r*2 Derivative[l] [AA] [r] Derivative[l] [BB] [r] - 4 BB[r] (CC[r] - rDerivative[l] [AA][r])) RA[r] +
BB[r]*2z"2 (Derivative[1l][AA]([z])*2)/ (r"2#AA[r] *2BB[z] CC[z]*2) -
(2 (22A[x] +BB[z] -3) m"2) / (Sqrt[AA[z] “2BB[xr] CC[x]])

In[228]= thth := -2BB[r]*2CC[z]*2m*~2r«AA[r]*4-2BB[r]“2CC[r]*2 (BB[r] +CC[z] -3) m*2r«AA[r]~3 -
Sqrt[AA[r]~2 BB[r] CC[r]]
(2 Dexrivative[l] [CC] [x] BB[x] "2+
(rDerivative[l] [BB] [r] Derivative[1l] [CC] [r] - 2CC[r] (Derivative[l] [BB] [r] + r*Derivative[2] [BB][z]))
BB[r] + CC[x] r (Derivative[l][BB][r])“2) RA[r]" 2+
BB[r] Sqrt[AA[r] *2 BB[r] CC[r]]
(CC[x] z Derivative[l] [AA] [z] Derivative[l] [BB] [x] +
BB[r] (4CC[r] Derivative[l][AA] [r] - rDerivative[l] [CC] [r] Derivative[l] [RA][xr] +
2cC[r] rDerivative[2] [AA] [r])) RA[r] -
BB[r]*2CC[r] Sqrt[AA[r] *2BB[r] CC[r]] r (Derivative[l] [AA][x])*2

these rules are for helping Mathematica simplify, but some are also important
when we extract out O(e) terms.

rulel2 = {Sqrt[(1 + e A1[r])~2 (1 + e Bi[r]) (1 + e C1[r]l)] -> 1};
rule13 = {Derivative [1][AA][r] -> e*Derivative[1]1[A1][rl};

rulei4 = {(AA°\[Prime]\[Prime])[r] -> exDerivative[2][A1]1[r]};

rulei5 = {(CC"\[Prime]\[Prime])[r] -> exDerivative[2][C1]1[rl};

rulel6 = {Derivative [1]1[CCI[r] -> e*Derivative[1][C1][r]};

rulel7 = {Sqrt[(1 + e A1[r])"2 (1 + e Bi[r]) (1 + e C1[r])]1~(-1) -> 1};
rulel8 = {(1 + e A1[r])"2 (1 + e B1i[r]) (1 + e Ci[r]) -> 1};

rule19 = {((1 + e A1[r])"2 (1 + e Bi[rl) (1 + e C1[r])"2)"(-1) -> 1};
rule20 = {Derivative[1][BB][r] -> exDerivative [1][B1][rl};

rule21 = {(BB"\[Prime]\[Prime])[r] -> e*Derivative[2][B1][rl};

With these rules, we proceed to collect the O(e) terms in each equation:
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ttSim := Coefficient[
tt /. rulel2 /. rulel13 /. ruleld4 /. rulel5 /. rulel6, el // Simplify

rrSim := rr /. rulel2 /. rulel3 /. rulel4 /. rulel5 /. rulel6 /.
rule17 /. rulel8 /. rulel9 /. rule20 /. rule21

rrSimSim =
Coefficient [rrSim /. rulel2 /. rulel3 /. ruleld4d /. rulelb5 /. rulel6,
el // Simplify

ththSim :=
thth /. rulel2 /. rulei13 /. rulel4 /. rulel5 /. rulel6 /. rulel7 /.
rulel8 /. rulel9 /. rule20 /. rule21l

thSimSim =

Coefficient[

ththSim /. rulel2 /. rulel3 /. ruleild4 /. rulel5 /. ruleil6 /.
rulel7 /. rulel8 /. rulel9 /. rule20 /. rule21, el // Simplify

Some equations are stubborn and require multiple simplifying, but the result
is quite satisfying. Here are the coeflicients of € in the tt,rr, 00 equations,
respectively: Now, these coefficients must all be zero when A, B, C solve the

In[193]= ttSim
ouf1e3= 2 (2 (-1+m®r?) Al(r]+ (2+m®£?) Cl(r] + 2 (-3AL'[r] +CL' [r] - £ AL [z]))
n91]= rrSim := rr /. rulel2 /. rulel3 /. ruleld /. rulel5 /. rulel6 /. rulel7 /. rulel8 /. ruleld /. rule20 /. rule2l

In[226]= rrSimSim = Coefficient[rrSim /. rulel2 /. rulel3 /. ruleld /. rulel5 /. rulel6, e] // Simplify

(4-4m’r*) Al[r] -2m* ¥’ Bl[r] - 4Cl(r] +4ral’[r] + 4Bl [r]

out[z26]= —
2

In[229]= ththSim := thth /. rulel2 /. rulel3 /. ruleld /. rulel5 /. rulel6 /. rulel7 /. rulelB /. rulel9 /. rule20 /. rule2l

In[z30]= thSimSim =
Coefficient[ththSim /. rulel2 /. rulel3 /. ruleld /. rulel5 /. rulel6 /. rulel7 /. rulel8 /. ruleld /. rule20 /.
rule2l, e] // Simplify

ouao= -2 (m® rAl[r] +m® rBl(r] +m®rclfr] - 2A1[r] -B1'[r] +C1'[r] - T A1"[r] - rB1”[r])

tt,rr, 00 equations, so we have (in more readable symbols):

2(m*r? — 1)A; + (m*r? +2)Cy +2r(=3A4, +C; —rA)) =0 (10.398)

-1 Al + By —Cy

1
—Bim’ 4 <2 - m2> PRC. =0 (10.399)
r r

2
rAym? 4+ rBym? +rCym? — 24, — B} + C; —rA! —rB} =0 (10.400)

Okay. To solve for Ay, B1,C4, we start with simultaneously solving three equa-

tions algebraically for A, A}, A} in terms of B, C are their derivatives. To do

this, we use Mathematica’s NSolve:

NSolve [{ttSim == 0, rrSimSim == 0, thSimSim == 0}, {A1[r],
Derivative [1]1[A1][r], Derivative[2][A1]1[r]1}] //
Simplify // FullSimplify

Here I'm storing the solutions in new variables for ease of access: Once this is
done, we write down two equations: (1) A} = 9,4;, and (2) A] = 0,4;, then
proceed to algebraically solve this system for Cy and C7 in terms of By and its
derivatives. T will only the include the input. Finally, settings C] — 9,.C1 = 0,
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In[233]= BAL := NSolve[{ttSim = 0, rrSimSim = 0, thSimSim = 0}, {Al[r], Derivative[1][Al][r], Derivative[2][Al][z]}] //
Simpli Fy // FullSimpl 'i'Fy

In[234]= A1DO := AAL[[All, 1, 2]]; AlDO[[1]] // Simplify

2.Bl'[r] +1.rBl"[r]
Ou2y= -1.5B1[r] -0.5CL[r] 4 —

m® T

In235]= ALD1 := AAL[[All, 2, 2]]; ALD1[[1]]

2.Bl[r]+r (-1.B1"[r]+m? ((1.5-1.m* r?) Bl[r] +1.5C1[r] +r (-0.5m*rCl[r] +1.Bl [r] +1.rB1l"[r])))
Out[235]=

In[236]= A1D2 := AAI[[All, 3, 2]]; AlD2[[1]]

4.B1[r]+7 (2. B1"[r] +m® [(-3.+1.5m" r") B1[r] -3.Cl[r] +r (1.5m° rCl[r] -1.B1'[r] +1.C1'[r] - 2. rB1"[r]))]

Out[236]= —
n? r?

In237]= NSolve[{D[A1DO[[1]], x] = AlD1[[1]], D[AID1[[1]], r] == AlD2[[1]]}, {Cl[x], D[C1l[x], x]}] // Simplify

o 3.B1[r] +2. rB1"[r] 3.Bl[r] 9. 2.B103 ],
Qut[237]= Hcl[r} >-2.Bl[r]+ ————————  , CLl'[r] » —— 2 Bl [r] + — |

m° r T \ m* e/ m*

In[188]= CC1l := NSolve[{D[A1DO[[1]], ] = AlD1[[1]], D[AID1[[1]], =] = AlD2[[1]]}, {Cl[x], D[Cl[x], x]}] // Simplify;

In[242)= D[C1DO[[1]], =] - C1D1[[1]] // Simplify

3.m?>rBl[r] +6.Bl [r] +3.rBl"[x]

Out[242)=

m* r

we get a second-order differential equation for By (r): Of course this simplifies
to

~3Bym? + 6B} +3rB{ =0 (10.401)

This can be DSolve’d easily in Mathematica:

DSolve[-3 m~2 r Bi1[r] + 6 Derivative[1][B1][r] +
3 r (B1°\[Prime]\[Prime])[r] == 0, Bi[r], r]

which says

+C,— (10.402)
m

where €, and €, are integration constants. Now, when m — 0, Bi(r) must
remain finite, so we rule out the other linearly independent solution. This gives

- SGM e~ ™"
3 T

Bi(r) = (10.403)

where the integration constant has been chosen so that we agree with the solu-
tion (10.244) obtained from the Green’s function.

From here, it is very easy to get Cq, A; from B;, because we already solved
for these in terms of B and B, C' respectively:
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n256)= BBL[x ] := - (BGM/3) E* (-mxx) /x

In[257)= BB1[x]

g8e™r oM
Out[257]=
3r
3D[BBl[xz], z] +2*x = D[D[BB1[z], =], r]
In[269)= CCC1l[x] := -2BB1[x] + // Simplify
m?r
In[270]= CCC1[r]

Se™IGM (limr)
Ou{270)= — ——————

3wl
2 1 + 1
n278l= - (3/2) BBL[x] - (1/2) cccl[z] + w // Simplify
m-r
4e™TgM (limr+m? r?)
out[27gp —M8M8Mm
3m? r?
SGM e~ ™"
Bi(r) = ———
3 T
8GM e~ ™" 1 + mr
Cl (7") = — 5 2
3 r mr
Ar(r) AGM e~ ™" 1 4+ mr + m2r?
1 p—
3 r m2r2

195

(10.404)
(10.405)

(10.406)

So, the O(¢) problem is done, so we move on to the O(e?) problem. The
procedure will be exactly the same, so I will just put the code-outputs here
without saying much. Some new rules will be defined along the way to help
Mathematica with simplification. Also, so as not to completely ruin the previous
code for the O(e) problem, I will be using slightly different names for some
functions. Thanks to Hinterbichler himself, I will be using a different function,
SeriesCoefficient[ ], for expanding and collecting the O(e?) terms. This
is a better way to do things than using just the naive Coefficient[..., €]

function. First, we redefine the expansions:

Inf40}= AA[r] := 1 + exAl[r] +e~2xA2[x]
In411= BB[x] := 1 + exBl[r] +e~2%B2[r]
In42p= CC[r] := 1 + exCl[xr] +e~2xC2[x]

Then we start with our original tt, rr, and 66 equations:

3= tt 1= (4*BB[r] *CC[r]*2*m*2xxr*2+AA[x]"*3) +
AA[r]*2«
(2BB[x] (CcC[xr] -3)cCc[r]*2m*2x"2 -
4 xSqrt[AA[r]~2BB[r] cCc[x]] (cC[x] - r *xDerivative[l] [cC] [r]) ) +
2xSqgrt[AA[r]~2BB[r] cC[r]] »

(2cc[r]*2 - 2r (3Derivative[1l][AA] [r] + r *Derivative[2] [AA][r]) cC[xr] +

r~2Derivative[l] [AA] [r] Dexrivative[l][cC] [x]) RA[x] +
cc[r] sqrt[AA[r]~2BB[r] CcC[r]] *xr "2 % (Derivative[l] [AR] [x]) ~2
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Ind21]= Xr :=
(4 (BB[x] + r *Derivative[1l] [BB] [r]) AA[x] "2 +
(2rxr~2Derivative[l] [AA] [r] Derivative[l] [BB] [r] - 4BB[x] (CC[x] - rDexrivative[l] [AA] [x]))
AA[x] + BB[x] r~2 (Derivative[l][AA][x])~2) / (x*2xAA[r]“2BB[r]CC[x]"2) -
(2 (2aA[x] +BB[x] -3) m~2) / (Sqrt[AA[x] ~2BB[xr] cC[x]])

n427:= thth := -2BB[r] ~2CC[r]“2m*2r«AA[r]~“4-2BB[r]~2CC[r] *2 (BB[r] +CC[r] -3) m~2r*xAA[r]~3 -
sqrt[AA[r] ~2BB[r] cCc[r]]
(2 Derivative[l] [cC] [r] BB[x] *2 +
(rDerivative[l] [BB] [r] Derivative[l] [cC] [x] -
2cc[r] (Derivative[l] [BB] [x] + x »Derivative[2] [BB] [r])) BB[r] +
cC[x] r (Derivative[l] [BB] [x]) ~2) AA[r]*2+
BB[r] Sqrt[AA[r] “2BB[r] CcC[x]]
(cC[r] rDexrivative[l] [AA] [r] Derivative[l] [BB] [r] +
BB[r] (4CC[xr] Derivative[l] [AA][r] - rDerivative[l] [CC] [r] Derivative[l] [AA] [x] +
2CC[r] rDerivative[2] [AA] [x])) RA[r] -
BB[r]~2CC[r] Sqrt[AA[r] “2BB[r] CC[r]] r (Derivative[1l] [AA] [r]) "2

To make Mathematica appropriately expand the series expansion of B, C, A
in these equations, we define

mn44r= ruled = {(1+eAl[r] +e” A2[r])® (1+eBl[r] +e’B2[r]) (1+eci[x] +e®c2[r]) » 1,
AA'[r] » exAl' [r] +e~2%x A2 [x],
BB [r] » exBl'[r] +e~2xB2 [r],
cc'[r] » exCl' [r] +e~2xC2' [2],
A7 [r] » exAl” [r] +e~2%x 22" [x],
BB [r] » exBl”[r] +e*2xB2"[x],
cc’[r] » excl”[r] +e~2xC2" [x]};

With this, the ¢t equation, under the solved By, (7, A is given by

Inos 1= ttSim =
SeriesCoefficient[Series([tt, {e, 0, 2}] /. rulea, 2] /.

4e’m’GM(1+mrfm2r2) et’ngm]}
/.

{m N E‘um:tion[(r) , ” /. {51 N E‘unction[{r), -

3m? 23 3z

8e"'GM (L+mzx)

{cl - E‘uncticn[(r}, - —}} /7 Simplify
3m? 23

1

outi9st= 4 (-1 m? rz‘} a2(r]
9m rf
207" (968" m*r® (2w’ r%) c2(r] + 2 (18067 M+ 360G mM r 276" M ¥+ 7267 M - 2467 m Pt

166 M r® - 12678 mE M rf - 27 mf £ A2 (1] + 9™ mf ' C2'[x] - 9e2™ ' £? B2 [x]))

Notice that we’re now using SeriesCoefficient[] instead of Coefficient
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like last time. We write
1
0= 4(—1+m?r?)As[r] + WQG*Q”" (96> m*r0(2 + m?r?)Cao[r]+
2 (180G*M? + 360G*mM>r + 276G*m>M>r? + 72G*m> M*r®
—24G*m* M?r* — 16G*m® M?r® — 12G*m°®M?r®
—27*™ " m*r" AL [r] + 9e*" m T Cy[r] — 9e* m r® AL[r]) |
(10.407)

We do a similar thing for the rr equation: We write

In[983}= rrSim =
SeriesCoefficient[Series[rr, {e, 0, 2}] /. rulea, 2] /.

4e'm’GM(1+mr+m2r2) 8e"'GgM

—

{Al - Function[{r) B

PP ]}/.{Bl-'r‘unction[(r},-
m* r

8e"'GM (l+mzx)
{cl - E‘unction[(r}, - —]} /7 Simplify
3m? 3

1

outi9s3j= 2¢%0%

4
gmt r?
s

( 18 e2®% ? 8 ( 1-m2r2} 22(r] - 9e*®* m r B2[r]

12067 MP rt s a8 Gi i 1267 B MErS 9 e?R Tt C2[r] + 9e2® Tt r7A2"r1 L 9Bt

1
= 9iE 826_2"”" [—18€2me4T6(—1 + m?r?) As[r] — 9e*™ mCr® By[r]
mir

+2 (36G°M? + 72G*mM*r 4+ 116G*m* M>r® + 136G*m* M*r®
+120G?*m* M?r* + 48G*m° M*r® — 12G*m° M*r®

—9e*™ m*rSCyo[r] 4+ 9™ m*r™ AL [r] + 9> m* " By[r]) |

(10.408)
Same thing for the #6 equation: We write
Ins7;= ththsim =
SeriesCoefficient[Series[thth, {e, 0, 2}] /. rulea, 2] /.
4e™7GM (L+mzr+m?2?) Be"'GgM
{Al-»E‘um:tion[(r}, ]} /- {Bl-)E‘unction[(r), -—]}
3m? 23 3r

. Be"'GM (l+mz) ) )
{cl - Eunc:t:.on[{r} , —T]} // Simplify
3m® xr

2 ([ 216e2™Tg? M2 432 2T M? 5360 BTG M?
out[987]= — |
9

m* r’ m® rf m? r®

49602 G2 M2 400e2RTGEME 256¢2RTGimM? 120 e 2T GYmdMP

9m?r a2 [r]
mrt rd r? r

9m®rB2[r] - 9m*rc2(r] + 18A2'[r] + 9B2'[r] - 9C2'[r] + 9rA2"[r] + 9rB2"[r]

22 (3667 M 47267 mMP r+ 116 GP P MP ¥ 4 13667 mP MP Y -
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0= 2 216e 2" GEM?  432e 2™ GEM? 536e P GPM? 496e 2 G M
-9 mAr? m3r6 m2rd mrt
400e~2mTG2M? 2562 GPmM?  120e 2 GPm2 M> 9
- - - — 9m=rBs|r]
r3 r? r
—9mPrAs[r] — 9mPrCsr] 4+ 18A4[r] 4+ 9B5[r] — 9C4[r] + 9r A5 [r] + 9rBY[r]]
(10.409)

Solving tt = 0,71 = 0,00 = 0 for Ay, AL, AY we get

In@sgr= Solve[{ttSim == 0, rxrSim == 0, ththsSim = 0}, {A2[x], Derivative[l] [A2][r], Derivative[2][A2][x]}]

out[988]= JL:AZ\'N >
1 2mr | 2 32 2 .2 2 _2.,2 2 2 _3.,2_ 3 2 4.2 4 2mr _4 &
—e [288G"M° + 576G MM r+ 608G M M r" + 448G M M r” + 288G m M r + 27 e m° r*B2[r] +
18 m? rf
9e*™ m*rfc2(r] - 36®™ W’ r* B2 [r] - 18 *"  m® r¥ B2"[r]), A2'[r]
1
e?™r (21667 M - 4326° mMr - 8867 M M’ 40067 P M ¥ SE0 G P Pt 544 P M R
18m? r’
264G m M r® - 272" r¥B2(r] + 18 ™ m® r* B2(r] - 27e* ™ m* rfc2(r] + 9™ mf ¥ c2(r] -
36e2™ m? r® B2 [r] - 182 mir" B2 [r] + 18T m® r®B2"[r] - 18 2™ m* r® B2 [1]),
1
B27[r] > —e mr (608 GP M+ 1216 P mM r+ 131267 mP M P+ 115267 P MP P+ 480 GP mt WP 1t
18m°r

542 n? rfB2ir] + 27 i rfB2(r] 542 miric2ir] 272 m o c2(r] + 722 ¥ B2 ]

18 2™ m? r® B2 [r] + 18 ™" mir®Cc2'[r] + 362 ! B2"[r] - 36%™  m? raBZ"[rHH

ngg9;= AA2 := Solve[{ttsSim = 0, rrSim = 0, ththsim == 0}, {A2[r], Derivative[1l] [A2] [r], Derivative[2][A2][x]}]
In[@90}= A2D0 := AR2[[All, 1, 2]]; A2DO[[1]] // Simplify
" (28867 M +5766°nM £+ 608G MM ¥+ 448G MM ¥« 28867 m' M 1t

18 m* ¢
272 ntrfB2ir] c 9 mirfc2ir] 362 mi ¥ B2 (1] 1Ec2mrm2r€B2"'rH

0Out[990]=

Ine91}= A2D1 := AR2[[AlLl, 2, 2]]; A2D1[[1]] // Simplify

1 , | c |
outget: ————e 2%F ( 9e2™ 't | 3+2m? rz} B2[r] - 9¢*®** m? r® ( 3.+m? rZJ‘- c2[r]
18 m ¢’
2 (46°M (-27-S4mr-11n’r®+50m’r® + 70m*r* 4 68 m° r° 4 331 1f)

9c2mrm2r5[ 2»m2r2)B2'\'r1 9c2mrm2r6[ 1-m2r2}B2”'r]H

Ingoz;= A2D2 := AR2[[All, 3, 2]]; A2D2[[1]] // Simplify

3m? 3

(3m? 3
oujez= |—— - — | B2[r] + |— - —
\ r? ] 2 r?

™% (30467 M 4 60867 mM r+ 65667 m® MP r? + 57667 m® M* &’ + 240 6% m* M* r*

c2[r] +

9m? rf

9¢*™ r® (-4+m*r®) B2'[r] + 9™ m® r° C2'[r] + 18 *™ " r* B2"[r] - 18 *" " m® r® B2 [r])
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Then we solve for Co, C4 from the A equations:

Inj993)= CC2 := Solve[{D[A2D0[[1]], r] = A2D1[[1]], D[A2D1[[1]], =] = A2D2[[1]]}, {c2[r], D[c2[x], x]}];

Inge4r= €2D0 := CC2[[AlLl, 1, 2]]; €2DO[[1]] // Simplify

outi9ed}= e e 726°M° - 1446  mMPr 4 29667 m M r? 4 784G m° MP r « 89667 mf Mt 4
om®r”

59267 m° M r® 264GPmEMEr® L 18 2T 2B B2 (r] - 27 i r" B2 [r] - 1827t x® B2"[r])

In99s}= €2D1 := CC2[[All, 2, 2]]; c2D1[[1]]
1

Out[995]= -
9m°®
(2166°M* + 43267 mM* £ - 24726 m* M r? - 55206° m*MP r® - 58886  m* M? r' - 395267 m* M r® - 1928 6P m° M° r°

528G m M2’ - 27 M r¥B2[r] + 81 i r' B2 [r] + 182 M ¥ B2 [r] - 18 ™ m* r* B2 [1])

Setting C% = (9,)Cy we get the equation for Bs:

In[1002;= BEQN = D[C2DO[[1]], ¥] -€2D1[[1]] // Simplify

1
ou10021= —— ¢ "7 (360G°M° + 7206° mM r+ 984 6° m* M r¥ 4 1008 6P m° M r® 4 736 6 m* M® r*
omf rf
384G M r® 4 216 G2 M r® 4 27 2T ¥ B27r] - 54 2™ £ B2 [r] - 27 2™  m ¥ B2” [r])

Inf1008)= b2 = DSolve [BEQN = 0, B2[r], r] /. C[2] » 0 // Simplify

out1008)= { {B2[1]

=3
e eV re? M (24 48mr-oam’r? i 124m’ ] 99m4r4‘—54n2“\xm4rsc[1w 135275 G2
B )
6®m® M r° ExpIntegralBi (Zm \;mZJr }

We are only interested in the leading order term for Bo, we so find it. Plug-
ging By back into the Cs and As equations and taking their leading terms we get

In[1014]= Series[B2[x] /. b2[[1]], {r, O, -5}, Assumptions- {r>0, m>0}]

G M? 1

outf1014]= ~
om‘r® o[ry*

Inf1026}= Sexies[cZDO[[l]] /. {32[:] - :GiM:} /. {BZ'[:] - n[:GiM: , r]} /. {B2”[r] - n[n[:giuz, r], z]}
ntx ntx ntx
(=, 0, -]
1126% M2 1

out1026]= — -
m®r® o[r]®

Inf1028}= A2D0[[1]]

2 3

out1028= e 2" (288" M+ 57667 mM r+ 608 P m?M 1P « 448G P M Y+ 288 6P mi Pt +
18m* r®
272 m  r¥B2(r] - 0e® ™ P r¥c2(r]) - 362 T m? r® B2 [r] - 18 2™ m? ¥ 82|

Inf1028]:= Series[AZDO[[l]] /. {52[:] - :::b::}/. {52’[:] - D[::il::, z]} /. {BZ”[:] - n[n[:::l:: r], :]}/.
{e2r=1 %} Az 0, -7
16 (c2?) 1
outft029s ~ ————— -
nr®  o[r]®
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With these, we set € — 1 plug them back into the original expansion. After
some factorizations we get

A(r)

+)

w0

8GM 1 1 GM
3 r 6 mArd
8 GM GM
- = 1-14
3 m?2r3 ( mArd
4 GM GM
1+ -——=(1-4——+...
+ 3 m?r3 < mArd * )

(10.410)

where the dots represent higher powers in the nonlinearity parameter €. The

nonlinearity expansion is an expansion in the parameter ry /r, with

(10.411)

is known as the Vainshtein radius. Notice that with this procedure, we can go

on to extract solutions at O(e™). However, we won’t do that for now.

When m — 0, 7y — oo, and hence the radius beyond which the solution
can be trusted gets pushed out to infinity. Vainshtein argued (in 1972) that this
perturbation expansion breaks down and says nothing about the true nonlinear

behavior of masive gravity in the massless limit.

Thus there was reason to

hope that the vDVZ discontinuity was merely an artifact of linear perturbation

theory, and that the true nonlinear solutions showed a smooth limit.
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Nonlinear Hamiltonian & The Boulware-Deser mode

We'll skip this section entirely.
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10.3.7 The Nonlinear Stiickelberg Formalism

In this section we extend the Stiickelberg trick to full nonlinear order. This
allows us to trace the breakdown in the linear expansion to strong coupling of
the longitudinal mode. It also tells us about quantum corrections, the scale of
the effective field theory and where it breaks down.

Stiikelberg for gravity and the restoration of diffeomorphism invari-
ance

In this subsubsection we construct the full nonlinear gravitational Stiickelberg.
The paper by Arkani-Hamed et. al. introduces this extensively.

The full finite gauge transformation for gravity is

of> ofP
@) = 90O g (2)) (10.412

where f(x) is any arbitrary gauge function, which must be a diffeomorphism. In
massive gravity, gauge invariance is broken only by the mass term. To restore
invariance, we introduce a Stiickelberg field Y*(z) and apply it to the metric

Guv:

9 () = G = 5 2 gap (V (@) (10.413)

The Einstein-Hilbert term /—gR does not change under this substitution,
because it is gauge invariant. The substitution looks similar to a gauge trans-
formation with gauge parameter Y*, so no Y fields are introduced into the
Einstein-Hilbert part of the action.

The graviton mass term, however, picks up dependence on Y”'s in such a way
that it will not be invariant under the following gauge transformation:

a g B
@) > L g (@) (10.414)
YH(x) = fHY (2)" (10.415)

with f(x) being the gauge function. This is because the combination G, is
gauge invariance. To see this we transform g,,,:

G = 0,Y%0,YPgos(Y (2)) — 0,Y%0,YP[727] (10.416)

How does go3(Y (z)) transform under f? To correctly do this transformation,
we can start with transforming something easy first, say the scalar field, ¢. We
know that ¢(x) transforms under f as ¢ — ¢(f(z)). We wish to know how
¢(Y (x)) transforms under f. Well,

oY (2)) = / dy d()8(y — Y (). (10.417)
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Now that ¢ has coordinate dependence, y, we now how coordinate transforms
under f: y — f(y). So, under f,

oY (2)) = / dy p(y)o(y — Y (z)) = / dy o(f(y))d(y =Y (z)) = ¢(f (Y (2)))-

(10.418)
You can repeat this procedure for the metric. We know that under f,
I = 0uf 00 P gap (f () (10.419)
50 gap(Y (x)) transforms as
9ap(Y (@) = (9af y) 067 lv) 920 (f(Y (2))). (10.420)

where |y denotes “evaluated at Y.” With this, we can complete Eq. (10.416):

G = 0,Y0,YPgus(Y(x)) = 8,Y0,YP [0 f v s 7|y 9re (F(Y (2)))]
(10.421)

But that’s not all, we want to pull back, using f~1, to get gr, (Y (x)). To this
end, we simple replace instances of Y by f~1(Y), so that the transformation
continues as

G = 0,Y0,Y P[00 f v 05 7 Iy gro (F(Y (2)))]
= Ol OO N [0af 110008 f |52 ) 930 (F(LF )]
= 0 N0 ) [0a M 1) D 7 | 511 920 (Y (2)))]
= @l W) @Y ) O L)@ Y ) (@M s 1) (5 | 5100 9o (Y (2)))
(just the chain rule)
= 6)070,Y"0,Y 7 gro (Y (2)) (10.422)

where we have used the fact that

Oplf 1Y) Oaf  5-10v) = 0 (10.423)

which relies on the calculus fact:

1
O fHX) = : 10.424
B0 = 7@y 10424
Putting everything together, we see that
Gy =+ = ... =0,020,YP0,Y7 g0 (Y (2))
=0,Y29,Y% g5, (Y (2))
=G, (10.425)

ie.,

Guv = G — 0,Y20,Y g5, (Y(z)) = G (10.426)
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which says that the combination G, is gauge invariant.

Now, we expand Y about the identity function
Y(z) = % + A%(x). (10.427)
Then the gauge-invariant combination G, expands as

(s B
ST

_ O(x* + A%) o(zP + AP)
n Oxh ox? Jas(z + 4)

1
= (0% + 0, A%) (65 + 9, AP) <gaﬁ + A" Ougap + 5 AM A" 0,0, gas + h.o.t.s.>

1
=09uw + AAa)\g;w + a,uAagav + auAaga;L + §AaAﬂaaaﬁg;w
+ 0, A%0, AP gog + 0, A APOggay + 0, A" AP D5 g, + hoots. (10.428)

Next, we look at the infinitesimal transformation properties of g, A, G,Y
under the infinitesimal general coordinate transforms generated by

f@) =2+ &@) = F(0) 2 — &) (10.429)

which is a diffeomorphism. The transformations of g, A, G, Y are given by taking
the the Lie derivatives (for more information, refer to the CET notes) - “C” for
classical. The metric tensor transforms via the Lie derivative rule for tensors:

5 = E NG + 0 gaw + 00E gy (10.430)

To find how Y transforms under f, we just plug Y into the transformation f:
YH(z) = fHY (2)* = YH(z) — &4(Y (z)) (10.431)

which gives

6V = (V)| (10.432)

and

1
SAM = —E(x+ A) = &' = A"0p8" — SA"A°0,05€" — huo.tis.|  (10.433)

The A* are the Goldstone bosons that nonlinearly carry the broken diffeomor-
phism invariance in massive gravity. The gauge-invariant combination G, is of

course gauge-invariant:
030


https://huanqbui.com/LaTeX projects/Classical_Fields_Theory/HuanBui_ClassicalFieldTheory.pdf
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With these, we can now Stiickelberg the general massive gravity action of
the form of Eq. (10.344):

1 1
S=1rs /de {\/ng VGO U (g h) (10.435)

where interaction potential U is the most general one that reduces to Fierz-
Pauli at linear order. The Einstein-Hilbert term is intact, while in the mass
term we write all h,,’s with lower indices to get rid of the dependence on the
absolute metric g,(f,),) (which is also the background metric). We then replace all
occurrences of h,, withH,, given by

Hp (1) = G () — g'0) () (10.436)

nv

We then expand G, in terms of A* and g,, as in Eq. (10.428) and Y* as
a# 4+ A*(x). To linear order in hy,, = g — gfg,) and A, we have

Hyy = hyu + VA, + V4, (10.437)

where indices on A are lowered with g,SOJ and vg\o) denotes covariant derivatives

under the absolute metric gfg,). (The derivation is left as an index-manipulation
exercise.)

When the background metric is flat, i.e. g,(f,),) = 7, the expansion is

| Hyw = by + 0, Ay + 0, A, + 9,A%9, Ao + hoo.tis. | (10.438)

(Once again, the derivation is left as an exercise in index manipulation.) The
higher order terms are terms with at least one power of h.

As in the linear case, we also want to introduce a U(1) gauge symmetry, so
let
Ay = Ay +0,0. (10.439)
With this, the expansion for the flat background metric takes the form

H,, =hu,+0,A +0,4,+20,0,¢+0,A%0, A,
0uA“0,000 + 0,0%90, Ay + 0,0%90,00¢ + h.o.t.s. (10.440)

Similarly, higher order terms are terms with at least one power of h. The gauge
transformation rules in this case are

6hul/ = ugu + 61/5;1, + ££huy (10441)

dp =—A (10.442)
1

§A, = 0N — &, — A%0u&, — iAaAﬁaaa,;gu — h.o.t.s. (10.443)

where L¢ denotes the Lie derivative.
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Another way to Stiickelberg

In the last section we introduced gauge invariance and the Stiickelberg fields by
replacing the metric g,,, by the invariant combination G/,,,. This method is good
when we have a potential arranged in the form Eq. (10.344). One draw back
of this method is that the Stiickelberg expansion involves an infinite number of
terms of higher order in h,,. This is not good when we want to keep track of
the hy,’s.

In this section, we introduce the Stiickelberg fields through the background
metric g,(g,), then allow g,,,, to transform covariantly. This method is suite to a

potential arranged in the form Eq. (10.349):

=1 [qP, [N (R - imZV(g, h))] (10.444)

2K2

where the difference between this and the previous arrangement is the lack of
dependence on \/—g¢(®). This method contains to higher powers of h,,.

The replacement to make is

9% = g{00,v*8,v" (10.445)

The Y*(z) being introduced are the four Stiickelberg fields, which despite
the index « are to transform as scalars under diffeomorphisms, i.e.

Y(x) = YO(f(2) < Y =¢£0,YV" (10.446)

where the second equality follows from Lie derivative rules for infinitesimal
transformations (again, see the CFT notes for details).

In other words, Y* does not transform like a vector, despite the index.

With this transformation rule, it is easy to see that the replaced g,g)y), namely,

gg)ﬁ) 8HY°‘8,,YB transforms similar to a metric tensor.

This is nice when we are working with the potential of the form Eq. (10.349).
First, we lower all indices on the h,,’s in the potential, so that the background
metric gl(f,),) appears only through h,, = g.. — gfLOy). Once that this done, we

replace all occurrences of h,, with

hyw = Huw = v — 9S00, 0, Y° (10.447)

Next, we once again expand Y about the identity function:

YO =%~ A% (10.448)


https://huanqbui.com/LaTeX projects/Classical_Fields_Theory/HuanBui_ClassicalFieldTheory.pdf
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and using g, = g,(ﬁ,) + hu we have

Hy = by + 900, A° + 900, A% — g8, A0, 4° (10.449)

We note the sign difference in the quadratic term in A compared with Eq.
(10.438).

Under infinitesimal gauge transformation we have
0A® = —£* + €0, A" (10.450)
Shyw = V&, + VO, + Lehyu (10.451)

where L¢ denotes the Lie derivative. The covariant derivatives are again with

respect to g(g,). Indices are also lowered/raised with the absolute metric g(ou).
1t 1t

To linear order, the transformations are
SAY = ¢ (10.452)
Shyy = V&, + V¢, (10.453)

When the background is flat, i.e. g,(f) = 7N, then the replacement becomes

Py = Hyw = hyy + Ay + 0,A, — 9, A% 0 uA” | (10.454)

which is exact. This is unlike Eq. (10.438) where there exist higher order terms
in hy.

We follow this by (once again) introducing a U(1) symmetry: A, — A,+0,¢

to extract the helicity 0 mode. The full expansion this in case (still g,(fl),) = Nuv)

becomes
H,, =hu,, +0,A, +0,A,+20,0,¢+ 0,A%0, A”
0, A“0,0,0 + 0,0% 0, Ay + 0,090, 00 . (10.455)

The gauge transformation rules in this case are

Ohyy = 0u& + 00€u + Lehyuw (10.456)
§A, = 0,A— €, +¢€°0,A, (10.457)
5p = —A. (10.458)
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Stiickelberg formalism by Arkani-Hamed et al. (extra)

In this section, we look at how Arkani-Hamed et al. formulates the Stiikelberg’s
trick as “building blocks for gravity in theory space.”

Their construction of the scalar fields ¢* we just saw is based on “sites” and
“links.” Sites are endowed with different four-dimensional general covariances
(GC). Links are actually link fields with suitable non-linear transformation prop-
erties.

For every site j there is a general coordinate invariance GC;. Each of these
invariances is denoted x? — f}(x;) where x; are the coordinates. We assume
(reasonably) that the transformations f; are smooth and invertible.

Link fields allow us to compare objects on different sites, which obey their
local GC;. Recall that a field ¢(z) is a scalar field if it transforms under GC
given by a transformation f as

¢'(z) = ¢(f(z)) = o f. (10.459)
Similarly, a vector a,(x) transforms under GC given by f as
a [e1
a, = 8;;‘ (X)an(f(x)). (10.460)

We see how this rule generalizes for tensors.

Now, suppose we want to compare two distinct sites ¢, j with two different
coordinate invariances GC; and GCj;. To do this, we need a mapping from
site ¢ to site j. Define this mapping as the link field Yj.;, or Yj; for short.
Schematically, this is

i i
ji

These are not just any Yj;, of course. They have to obey the transformation
Yji— f; ' oYjiof; (10.461)
where the fi’s are the local GC transformations at i, j.

Suppose we want to compare two fields 1; on site ¢ and ¢, on site j. A
logical thing to do is transform ; into some field ¥ in 7 using Yj;:

U =10V (10.462)


https://arxiv.org/pdf/hep-th/0210184.pdf
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Note that W is in ¢ because its input is in . And so this new field ¥ transforms
under GC; as

U= To f; = U(fi(a"). (10.463)

By the same arguments as before, we can generalize this rule to higher-rank
tensors using Yj;. For a vector field aj, in j, we can form a new vector field 4,
in ¢ of the form

Aur) = O ) aa V(). (10.464)

For a tensor, say g;..(2;) in j, we can form a new tensor G, in ¢ of the form

oYy« oy s
G (1) —9ja8(Yji(2:)). (10.465)

= 0
Ozl ak
These transform under GC; of course, since they live in 3.

So far the construction has been quite abstract, but this screams diffeo-
morphism invariance, for we require the fields/tensors on one site formed from
fields/tensors on another site to transform correctly under the respective general
coordinate invariances.

Let us consider a special example where we expand Y and G in terms of
pions and see how the two general coordinate invariances are realized explicitly.
Suppose that Yj; is just the identity map, i.e.,

Yii(xi) = . (10.466)

3

Then of course f; = f; since now Yj; is just a map from a space to itself. Now,
let us expand Y around z as

Y (z) = 2% + ¢ (10.467)

where we have dropped indices to avoid drowning in indices later. This is called
Glodstone boson expansion, and it is exactly what we ust introduced in the
previous section. Here Y plays the role of the scalar fields ¢.

With this expansion, any tensor K uv i 4 can be expanded in terms of a
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tensor giﬁ in j as

_ oY % (x) Y P (x)

K = == K? (Y ()
I(x® + 1) O(xP +7P)
= Kj
OxH ox? aﬂ(x +)
, , 1 .
= ((52‘4 + (9#7'(0‘)(65 + 8,,7r’6> (Kiﬁ —+ ﬁ/tauK(‘;ﬁ + §7TH7T"6M8VK';(5 =+ .. )

. . . . 1 .
= K;]J,V + Tr)\(a)\géu) + (aﬂﬂ-a)K(])w + (81,71'@)}(&“ + 5770‘7768018[3}(;]1,1/

+ (0,m)(@,0°) K2 4 + (9,m)n 05 K3, + (Oym )7 DK + ..
(10.468)
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10.3.8 Stiickelberg Analysis of Interacting Massive Grav-
ity

Decoupling limit and breakdown of linearity
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Ghosts
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Resolution of the vDVZ discontinuity and the Vainshtein mechanism
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Quantum corrections and the effective theory
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10.4 The Az theory

10.4.1 Tuning interactions to raise the cutoff
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10.4.2 The appearance of Galileons and the absence of
ghosts
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10.4.3 The Vainshtein radius
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10.4.4 Th Vainshtein mechanism in the A3 theory
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10.4.5 Quantum corrections in the A3 theory
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10.5 xACT Tutorial

If you're already here, you know what xACT is and what you might need it for.
This tutorial is for getting started with some basic xACT computations/manip-
ulations.

10.5.1 Importing packages

Please follow the online instructions for installation. This tutorial assumes a
correct installation of x ACT. Quick debugging tip: if somethings goes wrong
with xACT while you're working with in mathematica, just download a new
copy of xACT and overwrite xACT in the installation folder. That should go
the trick almost always.

Three xACT packages we will need for now are xTensor, xPert, and xTras.
xTensor extends Mathematica’s capabilities in abstract tensor calculus, most
useful for general relativity. However, note that xTensor does not do compo-
nent calculations. It only handles symbol manipulations, including arbitrary
symmetries, covariant derivatives, etc. Once a metric is defined, xTensor also
defines all the associated tensors: Riemann, Ricci, Einstein, Weyl, etc. With
each tensor, we can contract all the way down to scalars.

xPert allows for doing perturbations on a metric. With xPert, we can define
a Lagrangian and vary it with respect to fields to get equations of motion, etc.
xPert handles higher-order perturbations quite well, as we will see later in this
tutorial. xPert is probably useful for linearized gravity, etc.

xTras allows for doing variations with respect to fields. This is useful for,
say, obtaining Einstein’s field equations by varying the Lagrangian with respect
to the (inverse) metric.

Let’s get started. First, we will go ahead and import the necessary packages.
Run the following commands:

‘<< xACT ‘xTensor ¢

and

‘<< xACT ¢ xPert ¢

The correct corresponding outputs are

<< xACT ‘xTensor ¢

Package xAct ‘xTensor‘ version 1.1.3, {2018,2,28}

CopyRight (C) 2002-2018, Jose M. Martin-Garcia,
under the General Public License.

These packages come with ABSOLUTELY NO WARRANTY; for details type Disclaimer.
This is free software, and you are welcome to redistribute it under certain
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conditions. See the General Public License for details.

and

<< xACT ‘xPert ¢

Package xAct ‘xPert‘ version 1.0.6, {2018,2,28}

CopyRight (C)2005-2018, David Brizuela, Jose M. Martin-Garcia and Guillermo A.
Mena Marugan, under the General Public License.

These packages come with ABSOLUTELY NO WARRANTY; for details type Disclaimer.
This is free software, and you are welcome to redistribute it under certain
conditions. See the General Public License for details.

** Variable $CovDFormat changed from Prefix to Postfix
**x Option AllowUpperDerivatives of ContractMetric changed from False to True
** Option MetricOn of MakeRule changed from None to All

**x Option ContractMetrics of MakeRule changed from False to True
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10.5.2 xTensor Basics

For more information about this package, please check this link for the correct
documentation.

Defining the Basics

There are a number things we need to define before doing anything. The man-
ifold must be defined first:

DefManifold [M4, 4, {a, b, ¢, d, e, f, g, h, i, j, k, 1}]

The output is

DefManifold[M4, 4, {a, b, ¢, d, e, f, g, h, i, j, k, 1}]
**x DefManifold: Defining manifold M4.

** DefVBundle: Defining vbundle TangentM4.

Just to translate the command into English: the command defines a new
4-dimensional manifold called M4, with a list of indices. The number of indices
are arbitrary, but the more the merrier so we don’t run out of indices. However,
be careful not to use these indices to call something else, like ‘g’ for metric, for
instance.

Once that is done can we define the metric:

DefMetric[-1, ggl-i, -j1, cd, {";", "\[Dell"}]

Translation: The -1 stands for the signature of the metric. “gg” is the name of
the metric. We can use “g” but remember that it has been taken in the manifold
definition. “cd” is what we call the covariant derivative. “/[Del]” is the symbol
denoting the covariant derivative. We will see this later.

The correct output should be

DefMetric[-1, ggl-i, -jl, cd, {";", "\[Dell"}]

**x DefTensor: Defining symmetric metric tensor ggl-i,-jl.

**% DefTensor: Defining antisymmetric tensor epsilonggl-a,-b,-c,-d].

*x DefTensor: Defining tetrametric Tetraggl-a,-b,-c,-d].

** DefTensor: Defining tetrametric Tetragg\[Daggerl[-a,-b,-c,-d].

** DefCovD: Defining covariant derivative cd[-i].

**x DefTensor: Defining vanishing torsion tensor Torsioncdl[a,-b,-c].

**% DefTensor: Defining symmetric Christoffel tensor Christoffelcd[a,-b,-c].
*% DefTensor: Defining Riemann tensor Riemanncd[-a,-b,-c,-d].

**% DefTensor: Defining symmetric Ricci tensor Riccicd[-a,-b].

** DefCovD: Contractions of Riemann automatically replaced by Ricci.
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**% DefTensor: Defining Ricci scalar RicciScalarcdl[].

** DefCovD: Contractions of Ricci automatically replaced by RicciScalar.
** DefTensor: Defining symmetric Einstein tensor Einsteincd[-a,-b].

** DefTensor: Defining Weyl tensor Weylcd[-a,-b,-c,-d].

** DefTensor: Defining symmetric TFRicci temnsor TFRiccicd[-a,-b].

**% DefTensor: Defining Kretschmann scalar Kretschmanncdl[].

**% DefCovD: Computing RiemannToWeylRules for dim 4

** DefCovD: Computing RicciToTFRicci for dim 4

** DefCovD: Computing RicciToEinsteinRules for dim 4

**x DefTensor: Defining weight +2 density Detggl[]l. Determinant.

There are a few interesting things we can pay attention to in the output. It
is clear that xACT has also defined associated tensors like the Riemann, Ricci
tensor, Ricci scalars, Christoffel symbols, etc. It also defined the determinant,
called “Detgg[]”. This will be useful when we write down the Lagrangian.

With this, we can nwo define some simple objects: scalars, contravariant
vectors, and covariant vectors:

DefTensor [s[], M4]

** DefTensor: Defining tensor s[].
DefTensor [contral[i], M4]

**x DefTensor: Defining tensor contralil.
DefTensor [covar [-i], M4]

**x DefTensor: Defining tensor covar[-i].

Here the “-index” denotes a subscript, and “index” denotes a superscript. Defin-
ing something without giving indices makes a scalar. Note that we have to in-
clude the manifold in each of the definitions above.

Next, we can define a two-index tensor:

DefTensor [T[-i, -j], M4, Antisymmetric[{-i, -j}]];

** DefTensor: Defining tensor T[-i,-j].

Here, we are allowed to impose symmetry /antisymmetry on the defined ten-
sor. With our example here, the tensor is anti-symmetric, so we would expect
that

Ti; = —Tji. (10.469)

we can verify this:
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In[308]:= T[-i, -j] + T[-j, -il // ToCanonical

Out [308]= 0

The ToCanonical command allows you to impose symmetry /anti-symmetry
on the outputs. This is basically a “smart simplification” command.

Covariant Derivatives

There is not much we can do with the covariant derivatives. Except showing
that it’s there in the definition of the metric. For example, we can do

VT (10.470)

in xACT with the following command:

In[312]:= cd[-i][T[-j, -11]

We can also do a multiple covariant derivative using “@Q” to denote a com-
position of two derivatives:

In[313]:= cd[-al@cd[-bl@cd[-c]@T[-d, -e] // ToCanonical

Out [313]= cd[-allcd[-b]llcd[-c][T[-d, -elll]

In more readable symbols, this is just
VoV V. Tye. (10.471)

But of course, we haven’t evaluated this. To actually evaluate this expres-
sion, we use the SortCovsD command, which writes everything out in terms
of the Riemann tensor:

In[314]:= cd[-al@cd[-b]l@cd[-c]@T[-d, -e] // ToCanonical // SortCovDs

Out [314]= - Riemanncd[-c, -b, -e, f] cd[-all
T[-d, -f]] - Riemanncd[-c, -b, -d, f] cd[-all
TSN TS RS el c di b

Riemanncd[-c, -a, -d, £f]] - T[-d, -f] cdl[-bll[
Riemanncd[-c, -a, -e, f]] - Riemanncd[-c, -a, -e, f] «cd[-b]l[
T[-d, -f]] - Riemanncd[-c, -a, -d, f] cd[-b][
T[-f, -el]l] - Riemanncd[-b, -a, -e, f] cdl-cll
T[-d, -f]1] - Riemanncd[-b, -a, -d, f] cdl-cll
T[-f, -el]l + cdl-cll

cd[-bl[

cdl[-all

T[-d, -e]]]] - Riemanncd[-b, -a, -c, f] «cd[-£f][
T[-d, -el] - Riemanncd[-c, -b, -a, f] cd[-fl[
T[-d, -ell

Not to worry, to actual Mathematica output looks much better:
It is possible for new users that the following output is obtained:
This is because the dollar signs are not screened off. To fix this, simply write

$PrePrint = ScreenDollarIndices;




10.5. XACT TUTORIAL 225

n@16)= ed[-a] @cd[-b] @cd[-c] @T[-d, -e] // ToCanonical //
SortCovDs

ouatel: - R[V] cpe® VaTar - R[V]opa® VaTre - Tre VoR[V]caa®

Tas va[v]caef7 R[v]caef VpTqs - R{v] cadf VeTsze - R[W]baef VeTqs -

Lvd £ o Tt Lvd £ 5 £
R[ v 1 bad ?CTfe + chbvaTde - R[ v 1 bac ?dee - R [V] cba vade

cd[-a]@cd[-b]@cd[-c]@T[-d, -e] // ToCanonical // SortCovDs

151032

-~ RI[V]cpe VaTaisios2 = RV epa’ 07 VaTisiosze -
Tis1030e VpR[V] cadl$1030 - Ta1s1030 VeR[VIcae ™0 = RIV] ™% VoTais1050 -
R[V] cadl$1030 VoT1s1030e ~ R[v]bael$1028 VeTq1s1028 ~ R[v]bad151028 VeTis1028e *
VeVpVaTge - R[V]baclsmzs V1s1028Tqe ~ R[V] cbal$1032 V151032T ge

$PrePrint = ScreenDollarIndices;
cd[-a]@cd[-b]@cd[-c]@T[-d, -e] // ToCanonical // SortCovDs

£ £ £
“R[V]lcpe VaTqr = R[Vlcpa VaTre =~ Tre VoR[V]caa

£

£ £ £
Tar VoR[V]cae =~ R[V]lcae VoTar - R[v]cad VoTre — R[v]bae VeTqs —

RIV] paa® VeTre +VeWoVaTge —~ RIV], 0" ViTae - RIV] gy, VeTae
then run the code again. Ta-da!

One small test we can run is to check whether the covariant derivative of the
metric is zero:

vcgab = YGab;c = 0. (10472)

We run the following command:

In[419]:= cd[-allgglc, dl]

Out [419]= 0.

Makes sense.
Contract Everything
We know that the Ricci tensor is a contraction of the Riemann tensor:
Rpa = 9°“ Rabea- (10.473)

Let’s verify this in xACT with the ContractMetric command. We also use
the InputForm command to see what xACT actually thinks the output is.

In[309]:= ggli, k] Riemanncd[-i, -j, -k, -1] // ContractMetric // InputForm

Out [309]= Riccicd[-j, -1]

We can see that xACT is smart enough to recognize the output is a Ricci tensor.
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Good, what about getting the Ricci scalar? We know that
R=g¢g""R,,. (10.474)

Once again we can check this with/against xACT

In[311]:= gglj, 1] Riccicd[-j, -11 // ContractMetric // InputForm

Out [311]//InputForm=RicciScalarcd[]

or without the InputForm command:

in4141= gg[J, 1] Riccied[-3j, -1] // ContractMetric

outf414]= R[V]

Verifying Bianchi’s Second Identity

Bianchi’s Second Identity is given by

Rabcd;e + Rabde;c + Rabec;d =0 < vefgabcd + Vcfgabde + vdP{abec = 0.
(10.475)

To do this in xACT, we first redefine out covariant derivative

DefCovD[CD[-al, {";", "\[Dell"}]

*x DefCovD: Defining covariant derivative CD[-al.

**x DefTensor: Defining vanishing torsion tensor TorsionCD[a,-b,-c].

** DefTensor: Defining symmetric Christoffel tensor ChristoffelCD[a,-b,-c].
**% DefTensor: Defining Riemann tensor RiemannCD[-a,-b,-c,d].

Antisymmetric only in the first pair.

*x DefTensor: Defining non-symmetric Ricci tensor RicciCD[-a,-b].

**x DefCovD: Contractions of Riemann automatically replaced by Ricci.

DefCovD[CD[-a], {":", "V"}]
*»+ DefCovD: Defining covariant derivative CD[-a].
x»+ DefTensor: Defining vanishing torsion tensor TorsionCD[a, -b, -c].

x»+ DefTensor: Defining
symmetric Christoffel tensor ChristoffelCD[a, -b, -c].

x»+ DefTensor: Defining Riemann tensor
RiemanncCD[-a, -b, -c, d]. Antisymmetric only in the first pair.
*»+ DefTensor: Defining non-symmetric Ricci tensor RicciCD[-a, -b].

«»+ DefCovD: Contractions of Riemann automatically replaced by Ricci.

Next, we establish a term:

terml = Antisymmetrize[CD[-e][RiemannCD[-c, -d, -b, all, {-c, -d, -e}]

The AntiSymmetrize[expr, {i1,...,in}] command antisymmetrizes expr with
respect to the n free indices il,...,in. By convention the result has a factor
(1/n!) multiplying.

It follows that the right hand side is 3 times this term:

‘bianchiQ = 3 terml // ToCanonical
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in318)= terml = Antisymmetrize[CD[-e] [RiemannCD[-c¢, -d, -b, al],
{-e, -4, -e}]
1 .
out[318]= : (VeR[V] gep™ - VeR[V]ggp® -

VaR[V] cep® + VaR[V] oop® + VeR[V] cqp® - VeR[V] dcha)

In319r= bianchi2 = 3 terml // ToCanonical

ou319l= VeR [V] gep? = VaR[V] cep® + VeR[V] cap®

To actually evaluate this, we first expand bianchi2 in terms of the Christoffel
symbols:

expl = bianchi2 // CovDToChristoffel

inf220/= expl = bianchi2 // CovDToChristoffel

ouzoi T[V]%¢ R[V]ean® - T[V]Fep RIV]cae® -
T[V]%: R[V]gap™ + T[V]Eqy R[V]gee®+ T[V]F4e R[V]cg® -
T[VIfea R[VIeen®+ T[V1%¢ R[V]gen® - TIV]Ifey R[V]ges®-
T[V]fee R[VIge® - T[V]%ee R[VIeqp®- T[V]Foq R[V]gep® +
T[V] e RIV]gep®+ OcR[V] gap® - 0aR[V]cap® + OeR[V] cap

To actually evaluate this, we will have to write the leftover Riemann tensors in
terms of the Christoffel symbols:

exp2 = expl // RiemannToChristoffel

In221= eXp2 = expl // RiemannToChristoffel

outa21}= V] ep 0cT[V]%ag + T[]y 0eT (7] % + T[V]%%s OT[V] Fap
T[7)%ar OcT (V] Fap - 0c0aT (V] %ep + 00T [V]%ap + T[] Fep OaT [V] e
T[V]fy (T[V]%g T[V]% - T[V]%g T[V] % - 0T [V]%g + OaT [V] %)
T[V]fep 04T [V]%e - T[V]%s 8aT[V] ey +
T[V]%¢ (T[V]%4y T[V)%, - T[V] %,y T[V] %y - OcT[V] gy + BT [V] gy
T[V]%¢ 64T (V] Eap + 3a06T [V]2ep - 3a0eT (V] 30y - T[V] Fap 3T [V] 25g +
T[V]fq (T[V]%qg T[V]%- T[V]%g T[V]%¢ - 0cT[V]%g + 0T [V] %)
T[V]%,, 0eT[V] % - T[V] %
(T[9]2eg T[7]%¢- T[V]%g T[7]%¢ - 8aT[V]2.¢ + 8eT[V]%¢) + T[V] 2% BT [V] Ty
T[7]%;s (T[V]%eg TIV]%; - T[V]%eq TIV]%p - 0T (V] Fap + 0T 7] )
T[V]%¢ 8T (V] iy

(V)8 (T[V]%, T[V]%, - T[V] %y T[V]%, - T [V] %, + B:T[V]Ey,) - 5.0eT V] %,
9e0aT [V] % + T[V] T4 (T[V]%%g T[V]%, - T[V]%g T[V]% - 0cT[V]%g, + 0sT[V] %)
T[V]feq (T[V]%g T[V]%p - T[V]%q T[V]%, chl' 9%

V) ee (- T[V]%g T[V]9%; + TIV]%g T (V]9 + 0aT[V] g, - O¢T (V] %)

V] fee (T[V]%g T[V]%p - T[V]%g T[V] %, - GaT[V] % + 8T [V] %)

< 0eT 1] %)

ce
1fcq (- TIV] %5 TIV] % + T[] %eg T[] %y + 0eT[V] %gp - 0eT[V] %ep) +

v
[V]%ae (- T[V]%g T[V]%p + T[V]%g T[V]%, + 0T [V] % - 0T [V] %ep)

HoH A A

And finally, we canonicalize everything (i.e., imposing symmetries of Christof-
fel symbols) to get zero:

In[322]:= exp3 = exp2 // ToCanonical

Out [322]= 0

Not bad at all!
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10.5.3 xPert Basics

Assuming that the reader has successfully imported the xPert package, let’s get
started. For more information about this package, please check this link for the
correct documentation.

Pert, Perturbation, Perturbed, & Order Selection

In order to do anything, we must have had a metric already defined. In this
tutorial, I will be using the “gg” metric from the previous section.

To start, we will define a perturbation h,, to the metric and the amplitude
of this perturbation, called €. To do this in xPert, we write

DefMetricPerturbation[gg, pert, \[Epsilon]]
**x DefParameter: Defining parameter \[Epsilon].

** DefTensor: Defining tensor pert[LI[order],-a,-b].

What the second line in the output is telling us is that it has also defined per-
turbations of all orders hjj,,, where n is the order. With this, we can recall any
perturbation order using the command suggested in the output.

In order to make this “pert” variable printed as h,, in the subsequent out-
puts, we will enforce:

PrintAs [pert] "= "h";

In general, this can be done such that the output is more readable. But if
the reader is very efficient with reading terribly-named variables, no such en-
forcement is necessary.

From here, there are many many things we can do. First, let’s look what
the second-order perturbation looks like, based on the second output of the
perturbation definition. We expect this to be hiy. To do this, we use the
command pert[LI[order], -a,-b] where -a, -b are the subscripts.

In[327]:= pert[LI[2], -a, -b]

3271= pert[LI[2], -a, -b]

ou3271= h2,p

Not surprising. Equivalently, we can also run the following command and get
the same output

Perturbation[ggl-a, -bl, 2]

Here, we’re basically wanting to looking at perturbation of the metric of a cer-
tain order.
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Okay, so given a perturbation h,, of the metric, g, , what can we say about
the perturbation of the inverse metric, g*¥7 Recall the result from GR:

G R My + by = g P — (10.476)

Let’s see if we get the same thing from xACT by running the command

Perturbation[ggla, bl, 1]

However, the output is not very illuminating:

in[3291= Perturbation[gg[a, b], 1]

41993

We have to ExpandPerturbation to get a readable output:

In[320;= Perturbation[gg[a, b], 1] // ExpandPerturbation

oui33g}= - h13P

This is exactly what we expected. We note that the Perturbation|...] com-
mand only gives us the perturbation part but not the entire perturbed metric.
This is fine, but it is something to keep in mind.

But what if we wanted second, third, fourth, etc. order perturbations? while
this gets much more cumbersome to do by hand, xACT handles perturbations
extremely efficiently. We basically run the code again, only changing the per-
turbation order:

Perturbation[ggla, bl, 2] // ExpandPerturbation

Perturbation[ggla, bl, 4] // ExpandPerturbation

Second-order perturbation:

Inf4247= Perturbation[gg[a, b], 2] // ExpandPerturbation

out434= 2 h'3¢ pl P - n2aP

Fourth-order perturbation:

In324)= Perturbation[gg[a, b], 4] // ExpandPerturbation
ouag= 24 h'2° h'.? h'y® h'P- 12 nt® h'y® n?%° 4 € h?2° niP

12 hlac hldh h:_’cd 12 hlac hlcd h::dh L4 hlch hSE.c 4 hl&: h3cb h‘iah

Like I have mentioned, the Perturbation]...] command only gives the per-
turbation piece of the new metric. To get the full, newly perturbed, metric, we
use the Perturbed[gg[-a,-b], order| command. For example, the perturbed
metric, up to third order is

Perturbed[ggl-a, -bl, 3]
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In(325)= Perturbed[gg[-a, -b], 3]
1, . s
oufa3s= 99, +€ hlpy+ —e” hZ,,+ — e’ h3,
2 [

The perturbed inverse metric up to third order is

Perturbed[ggla, bl, 3] // ExpandPerturbation

Injz38]= Perturbed|[gg[a, b], 3] // ExpandPerturbation

1 b
ouzsg= gg3® - e pla . — g% (2 plac plkb h23P) .
2

63 l 6 hla: hlcd hldh + 3 hlfh hzaf £ 3 hlae hze}: h3ah“:‘

oy |

Just for sanity check, we can get the first-order perturbed metric and inverse
metric with

Perturbed[ggl-a, -bl, 1]

Perturbed[ggla, bl, 1] // ExpandPerturbation

In[236]= Perturbed[gg[-a, -b], 1]

ou33el= 99, + € hiy
In436]= Perturbed[gg[a, b], 1] // ExpandPerturbation

outi43g)= gg3P - g plaP

Very nice!

There is also a way for us to pick out only the low-order perturbations in
a higher-order perturbed metric. With the following command, we are able to
pick out only the first-order perturbations from a third-order perturbed metric:

firstorderonly = pert[LI[n_]1, __1 :> 0 /; n > 1;
Perturbed[ggl-a, -bl, 3] /. firstorderonly

in243)= firstorderonly = pert[LI[n ], __] =» 0/; n>1;
Perturbed|[gg[-a, -b], 3] /. firstorderonly

out343= 99, + € hlgy
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Review of Variational Derivatives

Lets do a quick review of the variational derivative. In mathematics, the varia-
tional derivative is referred to as the functional derivative. Here we will consider
variational derivative in the context of Lagrangian mechanics.

Suppose we have an ordinary functional action in flat 3d:
Ste) = [ de cio(e). o0, (10477)
The variational derivative of the action is given by §5/dt. Since we require

this derivative to vanish at the extrema, we obtain the Euler-Lagrange by setting
the integrand to zero:

6S ) oL doL
5y =0 = 55 (Lo, d.1) = 50 - o (10.478)
In general, for
Jy(z)] = / dz flz, y(z),y" (x),. ..,y (z)], (10.479)
the variational derivative of J with respect to y is given by

oJ of d of d> of _, d* of
— == - —— 4 — — 4 (=D —— 10.4
oy Oy dxdy  dx? Oy (1) dzm dy(n) (10.480)

In general relativity, we no longer get the regular d/dx derivatives. Instead,
we work with covariant derivatives. This means the Lagrangian density in a
general action

S[e) :/d% V—=gL (10.481)

depends on the field, the covariant derivative of the field, and the “independent
variable” z¥ a vector in spacetime.

L= Lip(x"),V,p(x"),z"]. (10.482)

With this, when we take the variational derivative of S[¢] with respect to the
field ¢ and set it to zero to obtain an equation of motion, we have to change the
regular d/dx derivatives to covariant derivatives (which depend on Christoffel
symbols):

65 _ ALv=g) v, (f)([:\/jg)> -0 (10.483)
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Note that we can actually skip a step here and remove the \/—g term because it
is a constant in this problem (we are varying the field). However, the \/—g will
become important (i.e., has non-trivial derivative) when we do variations with
respect to the metric. This has been done in the CFT notes, but we will do it
again using xACT later in the section on xTras.

Here we will just recall how the covariant derivative is defined in GR. The
covariant derivative of a contravariant vector \* with respect to a contravariant
vector z¢ is given by

A = VoA = g;c FTEN = 9N 4+ TEN (10.484)

With reviews out of the way, we will look at how to define and use varia-
tional derivatives in xACT. First, we notice that variational derivatives are
taken with respect to some field/metric, and are defined alongside with some
covariant derivative (associated with existing Christoffel symbols, metric, etc).
This means to get a variational derivative (varD) we will need (1) the field/-
metric and (2) the existing covariant derivative (CovD).

Here are some examples of the VarD command:

s /: VarD [metricg [a_,b_], PDl[s[], rest_] := - rest/2 metricgl-a,-blsl[]

Length [result = Expand @ VarD [metricg [a,b]l, PD][ s[lrsll]

result = VarD [MaxwellA[al, PD][s[] %]

In the next section(s), we will encounter an example where we vary a La-
grangian with respect to a scalar field in a perturbed metric to obtain an equa-
tion of motion.

Scalar Fields, Lagrangian, Varying the Lagrangian

Here’s the layout of this subsection. We would like to, in the end, get some
kind of physical result we are familiar with such as conservation of energy or
the Einstein field equation or some sort of equation of motion that we know
exists.

Let’s first set up some theory before actually doing the calculations and
getting lost in the symbols. Consider the Lagrangian for the scalar field ¢:
m2?R

2

1
L=+—g < ~ V() — 2vb¢vb¢) : (10.485)
We would like to input this into xACT and look at a the perturbed Lagrangian
when we perturb the metric. In order to do this, we first define the scalar field
¢, the potential V(¢), and the constant mass, m:
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DefScalarFunction[V]

** DefScalarFunction: Defining scalar function V.
DefConstantSymbol [massP]

**x DefConstantSymbol: Defining constant symbol massP.

PrintAs [massP] "= "m";

With this we can define the Lagrangian:

L = Sqrt[-1#Detggl[]]l*(massP"2*RicciScalarcd[]/2 -
VIsf[1] - (1/2)*cd[-b][sf[1I*xcdlb]lsf[1])

xACT gives us a nice symbolic output of the Lagrangian, which matches what
we want:
In[373]= L = Sqrt[-1 *Detgg[]] *

(massP”2 xRicciScalarcd([] /2 - V[sf[]] -
(1/2) xcd[-b] [S£[]] » cd[b] [S£[]])

[ (m?R[V]
out73= \ -dg | —

-Vio] - é o o

Before actually doing any variations, we also have to define the variation of
the scalar field and make it appear as §¢

DefTensorPerturbation[pertsf [LI[order]], sf[]l, M4]
PrintAs [pertsf] ~= "\[Deltal\[Phil";

in[352]= DefTensorPerturbation[pertsf[LI[order]], s£[], M4]

x+ DefTensor: Defining tensor pertsf[LI[order]].

In[353]= PrintAs[pertsf] *= "s¢";

Time to do some variations. This requires the Perturbation command:

varL = L // Perturbation

in374)= varL = L // Perturbation

n? RV

algg] (22 -v(9] - £ o 7P|
out[arl= - — = ~
2N -g99
(1, 1 (b 1w .
-gg |3 mARIVI]+ S (-a[v 8] Voo - 50, VP8) - Set V'[¢] |

To get the full expression, we have to expand on the result:

‘varL = L // Perturbation // ExpandPerturbation

There are a bunch of terms with the metric flying around, so we will contract
with the metric:

‘varL = L // Perturbation // ExpandPerturbation // ContractMetric

Finally, we enforce canonical relations to remove the leftover abundant terms:

varL = L // Perturbation // ExpandPerturbation // ContractMetric //
ToCanonical
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in[375]= varL = L // Perturbation // ExpandPerturbation
= [ m2R[V] 1o \
gg h'.* (=5 - V(e - 2 vee Vo)
outf37s)= - +

2\ -gg

= (1 1
v -dg [5“‘2 (- h*C R[V]ac+ 99°° | 2 (-0 0 D e

14 ) 1d 1d 1o:a )

R g [P et R e - R

1, [ - . , \
3 (- 561,70 - W0 (997 S, - h'Pe Ves)) - 50t V(0] |

n376]= varL = L // Perturbation // ExpandPerturbation //
ContractMetric

1 - 1 -
oul[376]= —Emz -gg h'®® R[V].,+ Zmz -gg h',* R[V] -

1 ; 1 ; . 1 o
2/ -dg nt2 V(e 7Zm2 _dg bmb'a;a’ L2y g5 n % et

2 1

1 - ; 1 o

70V -gg h'P - S -gg Bt aeve -

1 - 1 - . 1

Emz g5 hLbB,—a,—b’ Zmz _d5 hL:,bﬁ)? Vg5 no Solib _

1 1 ; )
5\ -dg st 7P - 7 V-g9 hl.® 7,0 70 -\ -dg 60t V' [¢]

In377)= varL =

L // Perturbation // ExpandPerturbation // ContractMetric //
ToCanonical

1 - 1
ouarT= —Emz -gg h'®* R[V]p.+ =

T V-gg hit R(Y) -

1 - 16 1. : 1b ;a
5V-99 h bV,éJfEm -9g h™y

1 T -
SN =gy B -\ g o ot

1 1 [
ARG v v - 7 V-g9 n', Y Vo -\ -gg 60 V'[¢]

Now that we have the perturbed Lagrangian. What we want next the equa-
tion of motion. Recall that the action is given by

S = / d*z L= / diz/—gL. (10.486)

The associated Euler-Lagrange equation is

oL oL 5L
= _D =-——=0 10.487
96~ P\ oD, ) 5 (10.487)

We translate this equation as “the variational derivative of £ with respect to
the field is zero.” With our current Lagrangian density:

m2?R 1
L=+/—g <2 - V(¢) - 2Vb¢Vb¢) ; (10.488)
the Lagrangian of which we want to take derivatives is
4 1 m?R 1 b
L= \/jgll =5 - V(o) — §Vb¢>V . (10.489)



10.5. XACT TUTORIAL

235

It follows that the equation of motion is obtained from taking variational deriva-
tive of £ with respect to ¢ and set it to zero.

Next, recall from Section 8.2 of the CEF'T notes that the equation of motion

for the scalar field theory is

VIV~

dv
¢

=0

We would like to obtain this result, using only xACT.

(10.490)

Let’s start by taking the variational derivative of £ with respect to ¢ and

set it to zero. We do this with a simple command:

0 == VarD[pertsf[LI[1]], cd]l[varL]/Sqrt[-Detggl]l]

in378]= 0 == VarD[pertsf[LI[1l]], ed] [varL] / Sqrt[-Detgg[]]

5.1\ -dg Va0 - 5,0\ -gg V' [¢]

out[37gl= 0 ==
-gg

where we explicitly divide the original £ by /—g to get ﬁ, then take the vari-
ational derivative of £. The variation derivative is define by two objects: the
field with respect to which the derivative is taken, and the covariant derivative

associated with the metric. This is because as we saw before

ot
9

_DM<

oL

(Do)

>:

5L

3¢

To simply the output above, we impose canonical relations:

(10.491)

0 == VarD[pertsf[LI[1]], cd]l[varL]l/Sqrt[-Detggl[]l] // ToCanonical

in380)= 0 == VarD[pertsf[LI[1]], ed] [varL] / Sqrt[-Detgg[]] //

ToCanonical

outasol= 0 = &;% VaV%¢ - 5,1 V' [¢]

By enforcing the Kronecker delta relation:

delta[-LI[1], LI[1]1]1 -> 1;

This simplifies to the equation of motion we wanted:

0 == VarD[pertsf[LI[1]], ed] [varL] / Sqrt[-Detmetric[]] /.
delta[-LI[1], LI[1]] » 1 // ToCanonical

0 = ViV - V' [¢]

So things work as we wanted.
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10.5.4 xTras Basics: Metric Variations

xTras handles variations with respect to the (inverse) metric. Two of its com-
mands that we will be using here are: VarD and VarL. VarD stands for vari-
ational derivative, whose definition includes the (inverse) metric and the as-
sociated covariant derivative. For our purposes, VarD acts on the Lagrangian
L= \/TQEZ VarL is also a variational derivative, except that it acts on the
Lagrangian density L.

The output of VarD[£] and VarL[£] should only differ by a factor of \/=g.
By default,

VarDlg[-a,-b]], CD[L£] returns (10.492)

5gab

VarL[g[-a,-b]], CD[£] returns \/1_795(?;55) (10.493)

where of course £ = /—¢gL as always.
Of course, we can also do variations with respect to the inverse metric.

VarD[g[a,b]], CD[L] returns (10.494)

o
§gab
A 1 6(v/=gL)

VarL[gla,b]], CD[L] returns _ 10.495

fab). CDIZ] retumms —— 28] (10.495)

With this, we can head over to Mathematica.

The first we’d like to do is import the packages. To avoid possible package-
missingness, we will just go ahead and import all three packages we know:
xTensor, xPert, and now xTras.

<< xACT ‘xTensor ¢
<< xACT ‘xPert ¢
<< xACT ‘xTras ¢

There is nothing interesting to see in the outputs of these commands so I won'’t
go into them now.

The next thing to do is of course defining the manifold on which is the metric
will be defined:

DefManifold[M4, 4, {a, b, ¢, d, e, i, j, k, 1, m, n, p}]
** DefManifold: Defining manifold M4.

** DefVBundle: Defining vbundle TangentM4.

Here we have are to give as many indices as we can, so why not.

Next, we would like to define the metric. But before doing so, we have to
allow for metric perturbation in the metric definition. This is the feature in
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xTras that the other packages don’t have. Once this is done, we can define the
metric as usual:

In[5]:= DefMetricPerturbation /. Options@DefMetric
Out [6]= True
In[6]:= DefMetric[-1, gl-a, -bl, CD, {";", "\[Dell"}]

During evaluation of In[6]:= ** DefTensor: Defining symmetric
metric tensor gl-a,-b].

<<< truncated output here >>>
During evaluation of In[6]:= ** DefTensor: Defining weight +2 density Detgl].

During evaluation of In[6]:= ** DefParameter: Defining parameter
PerturbationParameterg.

During evaluation of In[6]:= ** DefTensor: Defining tensor
Perturbationg[LI[order],-a,-b]l.

We notice that at the very end of the output the tensor Perturbationg[LI[order],-
a,-b] is defined. This allows us to do Lagrangian variations with respect to the
metric.

Now that we have the metric. We can construct some (simple enough)
Lagrangians and try to obtain some equation of motions.
Example: Einstein Field Equations, A # 0

First we construct the Lagrangian from L. We will do variations with VarD and
VarL.. We expect to get the same equation of motion either way.
In theory, we have

L= (R—2A) L=+—gL. (10.496)

And so in Mathematica:

DefConstantSymbol [\[CapitalLambdall

*x DefConstantSymbol: Defining constant symbol \[CapitallLambdal.
LagHatCosmo := LagHatRicci - 2*\[CapitallLambdal

LagCosmo := Sqrt[-Detg[l]l*(LagHatRicci - 2*\[Capitallambdal)
eom3 := VarD[gl-a, -bl, CD][LagCosmo]

eom3/Sqrt [-Detg[]] == 0 // ContractMetric

eom4 := VarL[g[-a, -b], CD][LagHatCosmo]

eom4 == 0 // ContractMetric

To get the equation of motion in the correct form when working with £, we
will need to divide out \/—g¢ in the end because it’s not taken care of by VarD.

Not surprisingly, we get
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in171= eom3 := VarD[g[-a, -b], CD] [LagCosmo]
in(18}= eom3 / Sgrt[-Detg[]] == 0 // ContractMetric

1
oufigl: —A 93P - R[V]3P 4 5 g2 R[V] = 0

inf19)= eomé4 := VarL[g[-a, -b], CD] [LagHatCosmo]
in20)= eom4 == 0 // ContractMetric

1
ouzo)= -4 g3P - R[V]3P 4 > g2 R[V] = 0

For the forgetful reader, the Einstein field equation is given by
1
RM — ig“”R +Agt" =0 (10.497)

where R* is the Ricci (upper?) tensor, g"” is the inverse metric, A is the cos-
mological constant, and R is the Ricci scalar.

In the other covariant form with the inverse metric, the Einstein field equa-
tions look exactly the same, except for the inverted indices:

1
R;LV - §gyuR + Ag/_w =0 (10498)

This could be obtained in exactly the same fashion with xACT, except that
the metric used in VarD and VarL are now the inverse metric:

eom3 := VarD[g[a, b]l], CD][LagCosmo]
eom3/Sqrt[-Detg[]] == 0 // ContractMetric
eom4 := VarL[gl[a, b], CD][LagHatCosmo]
eom4 == 0 // ContractMetric

inf1g}= eom3 := VarD[g[a, b], CD] [LagCosmo]

in19]= eom3 / Sqrt[-Detg[]] == 0 // ContractMetric
1

ou19)= A Jap + R[V] 4y -5 9ap R[V] =0

In20)= eomd4 := VarL[g[a, b], CD] [LagHatCosmo]

in21]= eomd = 0 // ContractMetric

1
ou2il= A 9ap + R[V] 4y —E Jap R[V] =0

Example: The weak field action

From Sean Carroll’s Spacetime & Geometry, or from the CFT notes, we have
seen the weak field action:

S = /d4x\/—g£ = /d4x£ (10.499)
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where
1 1 1
L =5 |0uh")(Ouh) = (0uh7)(0ph" ;) + 50" (0u17) (O hpo) — 5™ (9uh) (D h)

(10.500)

We know that when requiring 65 = 0 <= §S/dh*” = 0, i.e., the variational
derivative of S with respect to h*" is zero, we get the Einstein tensor G, given
by

1
G/u/ = Rp,u - inuuR
1
=3 (050407, + 0,057, — 8, 0uh — Ohyy — 1,003k + 1, 0h)

(10.501)

Let’s check this in xACT, as an exercise in indexing and of course in using
xACT. Here are the things we will need to do, in order: (1) importing the pack-
ages, (2) defining the manifold, (3) turning on the metric variations option, (4)
defining the metric 7, (don’t worry about making it Minkowskian), (5) defin-
ing the perturbation h,,,, (6) defining the Lagrangian, (7) taking the variational
derivative of the Lagrangian with VarD (assuming /—n = 1, of course).

(import packages here)
l;)éJ.fManifold[Mél, 4, {a, b, ¢, d, e, f, i, k, 1, m, n}]
DefMetricPerturbation /. Options@DefMetric
DefMetric[-1, \[Etal[-a, -b], CD, {"%", "\[Dell"}]
DefMetricPerturbation[\[Etal, h, \[Epsilon]]

Lag := (1/

2)*((CD[-m] [h[LI[1], m, n]1)*(CD[-n]l[h[LI[1], -c, c]1) - (CD[-m][
h[LI[1], c, d11)*(CD[-c][h[LI[1], m, -dl]1) + (1/2)*\[Etallm,
nl*(CD[-m][h[LI[1], ¢, d11)*(CD[-n][h([LI[1], -c, -d411) - (1/
2)x\[Etal[m,

n]*(CD[-m] [h[LI[1], ¢, -cl1)*(CD[-n][h[LI[1], d, -d11))

(VarD[h[LI[1], c, d], CD][Lag+*Sqrt[-Det\[Etal[]1]1/
Sqrt [-Det\[Etal[]1]) /. deltal[-LI[1], LI[1]1] -> 1 //
ExpandPerturbation // ContractMetric // ToCanonical

Here’s what we get:

Putting this back into BTEX after doing some manual contractions/simplifi-
cations, plus noting that the covariant derivative here is just the regular partial
derivative, we find that

GHV = (_Dhlﬂ/ + ao'auha-u + ao'ﬁﬂhgy - nuyaAao-h)\g + nuyljh - 8H8Vh)

(10.502)

N |

which matches exactly with the Einstein tensor G, provided earlier.
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In@45)= Lag :=
(1/2) » ((CD[-m] [R[LI[1], m, n]]) * (CD[-n] [R[LI[1], -c, €]]) -
(¢D[-m] [R[LI[1], ¢, d]]) * (CD[-c] [h[LI[1], m, -d]]) +
(1/2) *n[m, n] * (CD[-m] [h[LI[1], ¢, d]]) * (CD[-n] [h[LI[1], -c, -4]]) -
(1/2) »xn[m, n] * (CD[-m] [R[LI[1], ¢, -c]]) * (CD[-n] [R[LI[1], 4, -d]]))

Inf46]= Lag

1 . 1 1
ougssr ~Veh1™y vghlcd s vonlm g, pl © 4 5 ™ gehted gt - 5 R vnhlddw
n59)= (VarD[h[LI[1], ¢, d], CD] [Lag* Sqgrt[-Detn[]]] / Sgrt[-Detn[]]) /.
delta[-LI[1], LI[1]] » 1 // ExpandPerturbation // ContractMetric //

ToCanonical
L 1 L 1 L 1
Oufs9= —— VaVh eq+ — VaVeh™g® + — VaVah' % -
2 2 2
1 1 1 1
5 Mea o nie® .+ 5 Mea vpvPhta, - " VoVah'?, Zvdvchl:

Note that when calling the perturbation metric h,, in xACT, make sure
that you are calling it by h[LI[order],-m,-n], so that xACT knows you mean
to call the perturbation metric.



10.5. XACT TUTORIAL 241

10.5.5 Undefining Basics: Playtime’s Over!

This is not a recommendation. This is something we have to do before once we
are done with a calculation session, unless we are absolutely sure you will not
need a separate sheet for other calculations.

It looks like xACT remembers all definitions, even after we have deleted/put
away an old Mathematica notebook and opened a new one.

To ask Mathematica for the currently defined objects, use the following
command:

?Global ‘*

This is will give a bunch of defined symbols and objects, some of which have
been manually defined by the user. Our job now is to undefine these. To do
this correctly, we have to do this in the correct order, as some of these objects’
existence depends on others’ existence.

First, we undefine all tensors (excluding the metric, including all scalars), all
scalars, all scalar functions, and all constant symbols. These don’t necessarily
have be in any order.

UndefTensor /@ {contra, covar}
UndefTensor [pert]

UndefTensor [pertsf]
UndefTensor [sf]

UndefTensor [T]

UndefTensor [s]

We then undefine all user-defined covariant derivatives

‘UndefCovD[CD]

Then we undefine the scalar functions:

‘UndefScalarFunction[V]

and constant symbols

‘UndefConstantSymbcl[massP]

Now can we undefine the metric:

‘UndefMetric[gg]

Finally can we undefine the manifold:

‘UndefManifold[M4]

With that, we can be sure nothing will go wrong the next time we launch a
new notebook for GR calculations.
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